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A R T I C L E I N F O A B S T R A C T

Editor: F. Gelis We investigate the space-time dependence of electromagnetic fields produced by charged participants in 
an expanding fluid. To address this problem, we need to solve the Maxwell’s equations coupled to the 
hydrodynamics conservation equation, specifically the relativistic magnetohydrodynamics (RMHD) equations, 
since the charged participants move with the flow. To gain analytical insight, we approximate the problem 
by solving the equations in a fixed background Bjorken flow, onto which we solve Maxwell’s equations. The 
dynamical electromagnetic fields interact with the fluid’s kinematic quantities such as the shear tensor and the 
expansion scalar, leading to additional non-trivial coupling. We use mode decomposition of Green’s function to 
solve the resulting non-linear coupled wave equations. We then use this function to calculate the electromagnetic 
field for two test cases: a point source and a transverse charge distribution. The results show that the resulting 
magnetic field vanishes at very early times, grows, and eventually falls at later times.
1. Introduction

In heavy-ion collisions, intense transient electromagnetic fields are 
produced due to the motion of spectators, reaching magnitudes of ap-

proximately ∼ 1018 − 1019 G at RHIC-LHC energies [1–7]. These in-

tense electromagnetic fields may give rise to many novel phenomena, 
such as chiral magnetic effect (CME), chiral separation effect (CSE), 
etc [8–10]. Detecting these phenomena in heavy-ion collisions is still 
an ongoing process. It is well-known that the bulk matter produced 
in heavy-ion collisions has low kinematic viscosity (𝜂∕𝑠) [11–13] and 
is well-described using the viscous relativistic hydrodynamics formula-

tion [14–16]. The relativistic generalization of first-order hydrodynam-

ics in the Landau frame is acausal, so one needs to go to second-order 
in gradients of hydrodynamic fields to make the theory causal [17]. 
On a similar footing, for charged fluids, the generic framework is that 
of relativistic magnetohydrodynamics (RMHD) [18,19]. As with un-

charged fluids, the above framework has recently been extended to 
second-order in gradients of fluids and fields [20–23]. Other theoret-

ical developments [24–28] in this direction have also been made, along 
with numerical implementation for a comprehensive study of the bulk 
dynamics [29–37]. For more detailed discussions on the developments 
in the field of RMHD one can follow [18,38].

Nonetheless, all previous analyses focused on calculating the gener-

ation of electromagnetic fields from moving spectators. In Refs. [1,39], 

* Corresponding author.

electromagnetic fields generated by participants are calculated from 
the geometric overlap region of the participants, using electromag-

netic fields generated by the spectators. However, we believe that this 
method can be improved upon. Since charged participants constitute 
the bulk of the flow, the electromagnetic field generated by them re-

quires thorough investigation, and that is the focus of our work. As 
previously mentioned, the generic framework for studying the dynamics 
of charged participants is RMHD, which can be challenging and often 
requires numerical simulation. Our approach here will be more mod-

est, with a focus on analytical insights. To this end, we approximate the 
problem by studying Maxwell’s equations in a charged background fluid 
flow, which we take to be a simple one-dimensional Bjorken flow [40]. 
Eqs (44)-(49) are the main results of this work, generalizing Maxwell’s 
equations on top of a Bjorken flow. Later, we use the mode decom-

position of Green’s function to solve these nonlinear coupled wave 
equations, with Eq. (65) being the solution. The present work provides 
exact results for the electromagnetic fields for expanding fluid without 
relying on any time-dependent asymptotic expansion, which is a com-

mon approach in literature. However, we make two key assumptions: 
(i) neglecting the influence of the electromagnetic fields on the fluid 
flow, and (ii) setting all dissipative quantities, such as conductivity and 
diffusion, to zero.

The paper is arranged in the following manner: we start with a re-

cap to the basic equations Sec. 2 followed by Sec. 3 which describes
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the background model and the underlying assumptions, solution to the 
Green’s function is described in Sec. 4. Finally we discuss our results in 
the Sec. 5 followed by conclusion and outlook in the Sec. 6.

2. Basic equations

We will now recap the fundamental equations that we will need 
later; their derivation can be found in [41,42]. The energy-momentum 
tensor of the fluid in the Landau frame reads

𝑇
𝜇𝜈

𝑓
≡ 𝜀𝑢𝜇𝑢𝜈 + 𝑝Δ𝜇𝜈, (1)

where Δ𝜇𝜈 is the spatial projection operator defined as

Δ𝜇𝜈 ≡ 𝑔𝜇𝜈 + 𝑢𝜇𝑢𝜈 , (2)

and 𝜀 is the energy density, 𝑝 the isotropic pressure and 𝑢𝜇 is the fluid 
four-velocity respectively. As usual, the fluid four-velocity is normalized 
so that 𝑢𝜇𝑢𝜇 = −1.

The four-velocity 𝑢𝜇 and projection operator Δ𝜇𝜈 can be used to de-

compose the covariant derivative of 𝑢𝜇 into irreducible basic kinematic 
quantities

𝑢𝜇;𝜈 = 𝜎𝜇𝜈 +𝜔𝜇𝜈 +
𝜃

3
Δ𝜇𝜈 − 𝑢̇𝜇𝑢𝜈 , (3)

where the shear tensor 𝜎𝜇𝜈 , the vorticity tensor 𝜔𝜇𝜈 , the expansion 
scalar 𝜃 and the four-acceleration 𝑢̇𝜇 are defined as

𝜎𝜇𝜈 ≡ Δ𝜇
𝛼Δ𝜈

𝛽

2
(
𝑢𝛼;𝛽 + 𝑢𝛽;𝛼

)
− 𝜃

3
Δ𝜇𝜈 , (4)

𝜔𝜇𝜈 ≡ Δ𝜇
𝛼Δ𝜈

𝛽

2
(
𝑢𝛼;𝛽 − 𝑢𝛽;𝛼

)
, (5)

𝜃 ≡ 𝑢𝜇 ;𝜇 , (6)

𝑢̇𝜇 ≡ 𝑢𝜇;𝜈
𝑢𝜈 , (7)

where 𝜎𝜇𝜈𝑢𝜇 = 𝜔𝜇𝜈𝑢
𝜇 = 𝑢̇𝜇𝑢𝜇 = 0 by definition.

The first set of Maxwell’s equations are given as

𝐹𝜇𝜈
;𝜇 = −𝐽𝜈 , (8)

where 𝐽𝜈 = 𝐽
𝜇

𝑓
+𝐽𝜈

ext is the total charge four-current, i.e. it contains both 
the charged current generated in the fluid 𝐽𝑓 and also that is generated 
from external source 𝐽𝜈

ext e.g., from spectators. The fluid charge current 
obeys the conservation law

𝐽
𝜇

𝑓 ;𝜇 = 0. (9)

The second set of equations is a direct consequence of the existence of 
a four-potential and is given by the following relation

𝐹𝛼𝛽;𝛾 + 𝐹𝛽𝛾;𝛼 + 𝐹𝛾𝛼;𝛽 = 0 . (10)

As seen by an observer moving with four-velocity 𝑢𝜇 , the electro-

magnetic field tensor can be decomposed into an ‘electric’ (𝐸𝜇) and 
‘magnetic’ (𝐵𝜇) part defined by

𝐸𝜇 ≡ 𝑔𝜇𝛼𝐹𝛼𝜈𝑢
𝜈 , (11)

and

𝐵𝜇 ≡ 1
2
𝜖𝜇𝜈𝛼𝛽𝐹𝛼𝛽𝑢𝜈 , (12)

where 𝜖𝜇𝜈𝛼𝛽 is the totally antisymmetric tensor with 𝜖0123 =
√
−𝑔. Using 

the definitions Eqs. (11) and (12), it can be immediately deduced that

𝐸𝜇𝑢
𝜇 = 0 , (13)

𝐵𝜇𝑢
𝜇 = 0 . (14)

Using the above definitions, the electromagnetic tensor 𝐹𝜇𝜈 can be pro-
2

jected onto the observer’s instantaneous rest frame in the following way
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𝐹𝜇𝜈 ≡ 𝑢𝜇𝐸𝜈 −𝐸𝜇𝑢𝜈 + 𝜖𝜇𝜈𝛼𝛽𝑢
𝛼𝐵𝛽 . (15)

Similarly, the charge current can be decomposed into local charge den-

sity 𝜌 ≡ 𝜌𝑓 = −𝐽𝜇𝑢𝜇 and charge diffusion current 𝑉 𝜇 ≡ 𝑉
𝜇

𝑓
= 𝐽𝜈Δ𝜈

𝜇 ,

𝐽𝜇 ≡ 𝐽
𝜇

𝑓
= 𝜌𝑓 𝑢

𝜇 + 𝑉
𝜇

𝑓
. (16)

Note that as mentioned in the introduction we will not consider any 
external charges and currents here, all of them are of fluid origin, and 
for later convenience we will drop the subscript ‘𝑓 ’.

Maxwell’s equations Eq. (8) and Eq. (10) can be decomposed into 
temporal and spatial parts using 𝑢𝜇 and the projector Δ𝜇𝜈 yielding the 
following set of equations

𝐸𝜇
;𝜇 −𝐵𝜇𝜈𝜔𝜇𝜈 −𝐸𝜈𝑢̇𝜈 = 𝜌 , (17)

𝐵𝜇
𝜈;𝜇 − 𝑢𝜈𝐵𝛼𝛽𝜔

𝛼𝛽 −𝐸𝜇
(
𝜔𝜇𝜈 + 𝜎𝜇𝜈 −

2𝜃
3
Δ𝜇𝜈

)
+Δ𝜈

𝛼𝐸̇𝛼 = −𝑉𝜈 , (18)

𝐵𝜇
;𝜇 −𝐸𝜇𝜈𝜔𝜇𝜈 −𝐵𝜈𝑢̇𝜈 = 0 , (19)

𝐸𝜇
𝜈;𝜇 − 𝑢𝜈𝐸𝛼𝛽𝜔

𝛼𝛽 −𝐵𝜇
(
𝜔𝜇𝜈 + 𝜎𝜇𝜈 −

2𝜃
3
Δ𝜇𝜈

)
+Δ𝜈

𝛼𝐵̇𝛼 = 0 , (20)

where we have defined new antisymmetric tensors 𝐵𝜇𝜈 ≡ 𝜖𝜇𝜈𝛼𝛽𝑢
𝛼𝐵𝛽 , 

𝐸𝜇𝜈 ≡ 𝜖𝜇𝜈𝛼𝛽𝑢
𝛼𝐸𝛽 .

The electromagnetic energy-momentum tensor is given as

𝑇 𝜇𝜈
𝑒𝑚

≡ 𝐹𝜆𝜇𝐹𝜆
𝜈 − 1

4
𝑔𝜇𝜈𝐹𝛼𝛽𝐹

𝛼𝛽 , (21)

and the total energy-momentum tensor of the system is given by

𝑇 𝜇𝜈 ≡ 𝑇
𝜇𝜈

𝑓
+ 𝑇 𝜇𝜈

𝑒𝑚
. (22)

The divergence of 𝑇 𝜇𝜈 is given as

𝑇 𝜇𝜈
;𝜇 = 0 . (23)

These equations also imply that

𝑇
𝜇𝜈

𝑓 ;𝜇 = 𝐹 𝜈𝜆𝐽𝑓,𝜆
. (24)

Projecting Eq. (24) in the direction of 𝑢𝜈 and Δ𝛼
𝜈 gives the following 

equations of motion

𝜀̇ = −((𝜀+ 𝑝)𝜃 +𝐸𝜆𝑉𝜆) (25)

𝑢̇𝛼 = 1
(𝜀+ 𝑝)

(
∇𝛼𝑝+𝐸𝛼𝜌−𝐵𝛼𝜆𝑉𝜆

)
(26)

The second and third terms of Eq. (26) are the Lorentz forces which 
do work on the fluid. Here, we have neglected dissipative forces aris-

ing from shear and bulk viscosity etc. Eqs. (17)-(20) and Eqs. (25)-(26), 
together with an equation of state for the fluid completely describe the 
system under consideration provided consistent initial and boundary 
data are given. In the next section, we will simplify these equations 
by ignoring the back-reaction of electromagnetic fields on the fluid de-

scribed in Eqs. (25)-(26).

3. Background model

The previous analysis is quite general given that the background 
evolution is specified, Eqs. (17)-(20) apply to a range of physical situ-

ations. For example, in the absence of matter sources one can always 
set the observer’s acceleration to zero. Similarly, if the fluid evolution 
is stationary and non-rotating we can set expansion scalar and vorticity 
tensor to zero, etc. In the following we will assume that the background 
fluid is undergoing a longitudinal boost-invariant Bjorken expansion 
[40]. As well known the invariance under boosts is easily manifest by 
using Milne coordinates, than the Minkowski coordinates, we will be 
using the former.

The line element in Milne coordinates (𝜏, 𝑥, 𝑦, 𝜂) is given as:
𝑑𝑠2 = −𝑑𝜏2 + 𝑑𝑥2 + 𝑑𝑦2 + 𝜏2𝑑𝜂2 (27)
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Eq. (27) is manifestly invariant under the following combined symmetry 
𝑆𝑂(1, 1) ⊗ 𝐼𝑆𝑂(2) ⊗𝑍2, namely boost-invariance along the beam di-

rection 𝜂, rotational and translational invariance in the transverse (𝑥, 𝑦)
coordinates and reflection under 𝜂 → −𝜂. The flow consistent with the 
combined symmetry property is 𝑢𝜇 = (1,0,0,0). Similarly, the only non-

vanishing Christoffel symbols are: Γ𝜏
𝜂𝜂

≡ 𝜏 , Γ𝜂𝜏𝜂 = Γ𝜂𝜂𝜏 ≡ 1∕𝜏 . We also 
observe that Bjorken symmetry implies 𝜔𝜇𝜈 = 𝑢̇𝜇 ≡ 0, 𝜃 ≡ 1∕𝜏 and 𝜎𝜇𝜈 ≡
diag(0,−1∕(3𝜏),−1∕(3𝜏),2𝜏∕3).

However, it should be noted that the generic anisotropy of the elec-

tromagnetic energy-momentum tensor causes the Maxwell’s fields to be 
incompatible with the high symmetry of the Milne metric. When con-

sidering ideal Bjorken flow- that is, in the absence of dissipation and 
effects of the electromagnetic field- Eq. (26) becomes trivially zero. This 
is attributed to the expansion being boost invariant, thereby resulting in 
zero acceleration. In a similar vein, Eq. (25) yields the well-understood 
Bjorken scaling 𝜀 ∼ 𝜏−4∕3 assuming squared speed of sound 𝑐2

𝑠
= 1∕3. 

If there exists a back-reaction from the electromagnetic field impinging 
on the fluid, this will induce net acceleration. Such acceleration will 
subsequently influence the electromagnetic fields as per Eqs. (17)-(20). 
Moreover, the influence of the electric field will lead to modifications 
in Eq. (25), altering the conventional Bjorken scaling 𝜀 ∼ 𝜏−4∕3. For 
instance, in [30], the authors utilized a 1+1-dimensional transversely 
homogeneous resistive MHD calculation without ignoring any back-

reaction to demonstrate that boost invariance is broken due to the 
ensuing self-consistent dynamics of matter and electromagnetic fields.

Central to our discussion is an assumption. Given that the right 
side of Eq. (26), containing the Lorentz forces, is multiplied by the 
factor 1∕(𝜀 + 𝑃 ), we can introduce the inverse plasma 𝛽-parameter: 
𝛽−1 ≡ 𝐵2

0∕(2𝑝0) responsible for determining the relative strength. If the 
inverse plasma 𝛽-parameter 𝛽−1 ≪ 1, we can ignore the back-reaction 
of the electromagnetic field on the fluid. Since it is known that the 
strength of the electromagnetic field (that produced by spectators in 
mid-central collision) decreases faster with an increase of collision en-

ergy, while the energy density of the fluid is comparably higher with an 
increase in collision energy, it is expected that the 𝛽−1 is small at large 
collision energy. Nevertheless, it could be possible that certain regions 
of the fireball, for example, the periphery of the fireball can have large 
𝛽−1 even at moderate energies. In the remainder of this section, we will 
work in this regime and neglect any back-reaction of the electromag-

netic fields on the background fluid.

Lastly, we assume that the fluid is an ideal insulator with vanish-

ing conductivity and, hence, zero diffusion current 𝑉 𝜇

𝑓
according to 

Ohm’s law. This assumption is also not too bold since the conduc-

tivity of the plasma obtained from lattice simulations is small, with 
𝜎∕𝑇 = 8𝜋𝛼EM∕3 ≃ 0.06 [43], where 𝜎 is the conductivity, 𝑇 is the tem-

perature, and 𝛼EM is the fine structure constant. However, for the sake 
of brevity, we keep this term in the following derivation but drop it 
later when we discuss specific cases (see Sec. 5).

With the above assumption, Eqs. (17)-(20) simplify to:

𝜕𝑥𝐸𝑥 + 𝜕𝑦𝐸𝑦 + 𝜏−2𝜕𝜂𝐸𝜂 = 𝜌 , (28)

𝜕𝑥𝐵𝑥 + 𝜕𝑦𝐵𝑦 + 𝜏−2𝜕𝜂𝐵𝜂 = 0 , (29)

which are usual Gauss law for electric and magnetic fields. Similarly 
the equations for Faraday’s law can be given as:

𝜕𝜏
(
𝜏𝐵𝑥

)
= −(𝜕𝑦𝐸𝜂 − 𝜕𝜂𝐸𝑦) , (30)

𝜕𝜏
(
𝜏𝐵𝑦

)
= (𝜕𝑥𝐸𝜂 − 𝜕𝜂𝐸𝑥) , (31)

𝜕𝜏
(
𝜏−1𝐵𝜂

)
= −(𝜕𝑥𝐸𝑦 − 𝜕𝑦𝐸𝑥) , (32)

and equations for Ampère’s law are given as:

𝜕𝜏
(
𝜏𝐸𝑥

)
= (𝜕𝑦𝐵𝜂 − 𝜕𝜂𝐵𝑦) − 𝜏𝑉 𝑥 , (33)

𝜕𝜏
(
𝜏𝐸𝑦

)
= −(𝜕𝑥𝐵𝜂 − 𝜕𝜂𝐵𝑥) − 𝜏𝑉 𝑦 , (34)( )
3

𝜕𝜏 𝜏−1𝐸𝜂 = (𝜕𝑥𝐵𝑦 − 𝜕𝑦𝐵𝑥) − 𝜏𝑉 𝜂 . (35)
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As mentioned in the introduction, we are interested in finding the wave 
equation of electromagnetic fields in this expanding background. To re-

alize the former, we first redefine the electromagnetic fields along with 
the charge and currents in the following way: 𝐸̃(𝑥,𝑦) = 𝜏𝐸(𝑥,𝑦), 𝐵̃(𝑥,𝑦) =
𝜏𝐵(𝑥,𝑦) 𝐸̃𝜂 = 𝜏−1𝐸𝜂, 𝐵𝜂 = 𝜏−1𝐵𝜂 , and 𝜌̃= 𝜏𝜌, 𝑉 𝑖 = 𝜏2𝑉 𝑖.

With the following redefinitions, the Maxwell’s equation Eq. (28)-(35)

simplify to:

𝜕𝑖𝐸̃𝑖 = 𝜌̃ , (36)

𝜕𝑖𝐵̃𝑖 = 0 , (37)

𝜕𝜏𝐵̃𝑥 = 𝜏−1𝜕𝜂𝐸𝑦 − 𝜏𝜕𝑦𝐸𝜂 , (38)

𝜕𝜏𝐵̃𝑦 = 𝜏𝜕𝑥𝐸𝜂 − 𝜏−1𝜕𝜂𝐸𝑥 , (39)

𝜕𝜏𝐵̃𝜂 = 𝜏−1𝜕𝑦𝐸𝑥 − 𝜏−1𝜕𝑥𝐸𝑦 , (40)

𝜕𝜏𝐸̃𝑥 = 𝜏𝜕𝑦𝐵𝜂 − 𝜏−1𝜕𝜂𝐵𝑦 − 𝜏−1𝑉 𝑥 , (41)

𝜕𝜏𝐸̃𝑦 = 𝜏−1𝜕𝜂𝐵𝑥 − 𝜏𝜕𝑥𝐵𝜂 − 𝜏−1𝑉 𝑦 , (42)

𝜕𝜏𝐸̃𝜂 = 𝜏−1𝜕𝑥𝐵𝑦 − 𝜏−1𝜕𝑦𝐵𝑥 − 𝜏−1𝑉 𝜂 . (43)

Now, to get the wave equation we employ the following procedure, 
e.g., to get the wave equation for 𝐵̃𝑥, we take the 𝜕𝜂 (Eq. (42)) and 𝜕𝑦
(Eq. (43)) and substitute the former in 𝜕𝜏 (Eq. (38)) while making use 
of the constraints Eq. (36) and Eq. (37). Similar procedure is carried for 
other components of electromagnetic fields and we have the following

□𝐸̃𝑥 = 2𝜕𝑦𝐵̃𝜂 − (𝜕𝑥𝜌̃+ 𝜏−1𝜕𝜏𝑉
𝑥) , (44)

□𝐸̃𝑦 = −2𝜕𝑥𝐵̃𝜂 − (𝜕𝑦𝜌̃+ 𝜏−1𝜕𝜏𝑉
𝑦) , (45)

□𝐸̃𝜂 = −𝜏−1𝜕𝜏𝑉 𝜂 − 𝜏−2𝜕𝜂𝜌̃ , (46)

□𝐵̃𝑥 = −2𝜕𝑦𝐸̃𝜂 + 𝜕𝑦𝑉
𝜂 − 𝜏−2𝜕𝜂𝑉

𝑦 , (47)

□𝐵̃𝑦 = 2𝜕𝑥𝐸̃𝜂 − 𝜕𝑥𝑉
𝜂 + 𝜏−2𝜕𝜂𝑉

𝑥 , (48)

□𝐵𝜂 = 𝜏−2𝜕𝑥𝑉
𝑦 − 𝜏−2𝜕𝑦𝑉

𝑥 , (49)

where □ is the d’Alembert operator in the Milne coordinates, defined 
as:

□ ≡ 𝜕2
𝜏
+ 𝜏−1𝜕𝜏 − 𝜏−2𝜕2

𝜂
− 𝜕2

𝑥
− 𝜕2

𝑦
. (50)

Eqs. (44)-(49) are the main results of this work. These equations, with-

out the external charges and currents, can be compared to the standard 
source-free wave equation in Minkowski coordinates [39], which does 
not have the additional couplings between the field components appear-

ing in the right-hand side as seen in the former coordinate system. One 
interesting consequence of these coupling terms is that one can produce 
a magnetic field for a stationary charge in an expanding medium with-

out even having any charge current 𝑉 𝑖. The resulting magnetic fields 
are dictated by the gradients of electric fields, which act as sources.1

This will be discussed briefly in Sec. 5. The origin of these terms 
can be traced back to the non-vanishing expansion scalar 𝜃 and shear 
stress tensor 𝜎𝜇𝜈 in Eqs. (17)-(20). We must also stress that the elec-

tromagnetic fields obtained from the solutions of these Eqs. (44)-(49)

are not the coordinate-transformed solution of electromagnetic fields 
in Minkowski coordinates. Unless one solves Eqs. (44)-(49) with longi-

tudinal fluid velocity 𝑣𝑧 ≡ 𝑢𝑧∕𝑢𝑡 = tanh 𝜂 in the latter coordinate, the 
solutions will differ (here 𝑢𝑧 and 𝑢𝑡 are the components of the four-

velocity in Minkowski coordinates). Since the velocity in Minkowski 
coordinates is coordinate-dependent, the fields cannot be obtained sim-

ply by boosting from the rest frame to this frame. In the following 
section, we shall solve Eqs. (44)-(49) based on mode decomposition 
of Green’s equation.

1 The solutions to these equations in Minkowski coordinates are sometimes 

also called Jefimenko’s equations or Jefimenko-Feynman formula [44].
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4. Solution of the wave equations

To solve the non-linear coupled wave equation system Eqs. (44)-

(49), we first notice that the longitudinal components of the electro-

magnetic fields solely depend on external sources while the transverse 
components are dependent on the gradient of the former. Therefore, 
we can solve the system of equations iteratively, by first solving for the 
longitudinal components and then using this solution to find the trans-

verse components. The equation for the longitudinal components is a 
well-known problem in the literature [45–47], and is encountered in 
solving the Klein-Gordon equation in Milne coordinates. We mention 
that often either the WKB procedure [48,49] or the mode decomposi-

tion of Green’s function [50,51] is used to solve these equations, but 
we adopt the latter approach which leads to an exact solution. For com-

pleteness, we outline our calculations in the paper.

Using the 2-point Green function 𝐺(𝑥𝜇; 𝑥′𝜇) between 𝑥𝜇 ≡ (𝜏, 𝐱⊥, 𝜂)
and 𝑥′

𝜇
≡ (𝜏′, 𝐱′

⊥
, 𝜂′) we make the following definitions

𝐺𝑟(𝑥𝜇;𝑥′𝜇) = −Θ(𝜏 − 𝜏′)𝐺(𝑥𝜇 ;𝑥′𝜇) , (51)

𝐺𝑎(𝑥𝜇;𝑥′𝜇) = Θ(𝜏′ − 𝜏)𝐺(𝑥𝜇 ;𝑥′𝜇) , (52)

𝐺̄(𝑥𝜇;𝑥′𝜇) =
1
2

[
𝐺𝑟(𝑥𝜇;𝑥′𝜇) +𝐺𝑎(𝑥𝜇 ;𝑥′𝜇)

]
, (53)

where Θ(𝜏 − 𝜏′) is the Heaviside step function with 𝐺𝑟(𝑥𝜇 ; 𝑥′𝜇), 
𝐺𝑎(𝑥𝜇; 𝑥′𝜇) and 𝐺̄(𝑥𝜇 ; 𝑥′𝜇) being the retarded, advanced and symmet-

ric propagators respectively.

Now we decompose the Green function into modes via a Fourier 
expansion

𝐺(𝑥𝜇;𝑥′𝜇) =
1

(2𝜋)3
√
𝜏𝜏′ ∫ 𝑑3𝑘𝑒𝑖[𝐤⊥⋅(𝐱⊥−𝐱

′
⊥
)+𝑘𝜂 (𝜂−𝜂′)]⋅[

𝑎𝑘𝜂
(𝜏)𝑏𝑘𝜂 (𝜏

′) − 𝑎𝑘𝜂
(𝜏′)𝑏𝑘𝜂 (𝜏)

]
, (54)

where 𝑝𝜇 ≡ (𝐤⊥, 𝑘𝜂). If we denote the particular solutions of the above 
equations by 𝑎𝑘𝜂 (𝜏) and 𝑏𝑘𝜂 (𝜏) in such a way that they satisfy the fol-

lowing relations

𝑎𝑘𝜂
(𝜏) = 1 , 𝜕𝜏𝑎𝑘𝜂

(𝜏) = 0 , (55)

𝑏𝑘𝜂
(𝜏) = 0 , 𝜕𝜏𝑏𝑘𝜂

(𝜏) = 1 , (56)

at a given instant 𝜏 = 1, then it can be verified that following relation is 
valid for any 𝜏 ,

𝑎𝑘𝜂
(𝜏)𝜕𝜏𝑏𝑘𝜂 (𝜏) − 𝜕𝜏𝑎𝑘𝜂

(𝜏)𝑏𝑘𝜂 (𝜏) = 1, (57)

given the Green’s function 𝐺(𝑥𝜇; 𝑥′𝜇) satisfies the homogeneous wave 
equation

□𝐺(𝑥𝜇 ;𝑥′𝜇) = 0 (58)

together with boundary condition:

𝐺(𝑥𝜇;𝑥′𝜇) = 0, 𝜕𝜏𝐺(𝑥𝜇;𝑥′𝜇) = −1
𝜏
𝛿(𝑥𝑖 − 𝑥′

𝑖
) , (59)

at 𝜏 = 𝜏′.
We can also show that the symmetric propagator 𝐺̄(𝑥𝜇; 𝑥′𝜇) satisfies 

the following inhomogeneous wave equation,

□𝐺̄(𝑥𝜇 ;𝑥′𝜇) =
1√
𝜏𝜏′

𝛿4(𝑥𝜇 − 𝑥′
𝜇
) (60)

where 𝛿4(𝑥𝜇−𝑥′
𝜇
) = 𝛿(𝜏−𝜏′)𝛿3(𝑥𝑖−𝑥′

𝑖
). Now, using the definition of the 

d’Alembert operator from Eq. (50), it can be verified that the particular 
solution satisfies the following relation,

𝑎𝑘𝜂
(𝜏)𝑏𝑘𝜂 (𝜏

′) − 𝑎𝑘𝜂
(𝜏′)𝑏𝑘𝜂 (𝜏)

𝜋
√
𝜏𝜏′ [ ( ) ( ) ( ) ( )]
4

=
2

𝐽𝑖𝑘𝜂
𝑘⊥𝜏 𝑌𝑖𝑘𝜂

𝑘⊥𝜏
′ − 𝐽𝑖𝑘𝜂

𝑘⊥𝜏
′ 𝑌𝑖𝑘𝜂

𝑘⊥𝜏 , (61)
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where the 𝐽𝑖𝑘𝜂
(
𝑘⊥𝜏

)
, 𝑌𝑖𝑘𝜂

(
𝑘⊥𝜏

)
are the Bessel function of 1st and 2nd

kind respectively with 𝑘⊥ ≡ |𝐤⊥|. Plugging Eq. (61) into Eq. (54), we 
arrive at the following equation for Green’s function:

𝐺(𝑥𝜇;𝑥′𝜇) =
1

16𝜋2

∞

∫
−∞

𝑑𝑘𝜂𝑒
𝑖𝑘𝜂 (𝜂−𝜂′)

∞

∫
0

𝑑𝑘⊥𝑘⊥

2𝜋

∫
0

𝑑𝜃𝑒𝑖𝑘⊥𝑟⊥ cos𝜃 ⋅

[
𝐽𝑖𝑘𝜂

(
𝑘⊥𝜏

)
𝑌𝑖𝑘𝜂

(
𝑘⊥𝜏

′)− 𝐽𝑖𝑘𝜂

(
𝑘⊥𝜏

′)𝑌𝑖𝑘𝜂 (𝑘⊥𝜏)]
= 1
8𝜋

∞

∫
−∞

𝑑𝑘𝜂𝑒
𝑖𝑘𝜂 (𝜂−𝜂′)

∞

∫
0

𝑑𝑘⊥𝑘⊥𝐽0(𝑘⊥𝑟⊥)⋅[
𝐽𝑖𝑘𝜂

(
𝑘⊥𝜏

)
𝑌𝑖𝑘𝜂

(
𝑘⊥𝜏

′)− 𝐽𝑖𝑘𝜂

(
𝑘⊥𝜏

′)𝑌𝑖𝑘𝜂 (𝑘⊥𝜏)]
=− 𝜖(𝜏 − 𝜏′)𝜃(𝜆2)

4𝜋

∞

∫
0

𝑘⊥𝑑𝑘⊥𝐽0(𝜆𝑘⊥)𝐽0(𝑟⊥𝑘⊥)

= − 𝜖(𝜏 − 𝜏′)
2𝜋

𝛿(𝑠2) (62)

where 𝜆2 = 𝜏2 + 𝜏′ 2 − 2𝜏𝜏′ cosh(𝜂 − 𝜂′), 𝑟2
⊥
≡ (𝑥 − 𝑥′)2 + (𝑦 − 𝑦′)2, 𝑠2 =

𝜆2 − 𝑟2
⊥

and 𝜖(𝜏 − 𝜏′) =Θ(𝜏 − 𝜏′) −Θ(𝜏′ − 𝜏) respectively.

Substituting Eq. (62) into the definition of symmetric propagator 
Eq. (53), we have

𝐺̄(𝑥𝜇;𝑥′𝜇) =
1
4𝜋

𝛿(𝜏2 + 𝜏′ 2 − 2𝜏𝜏′ cosh(𝜂 − 𝜂′) − 𝑟2
⊥
). (63)

Eq. (62) is very similar to its counterpart in the usual representation in 
Minkowski space-time but the expression for 𝑠2, in Eq. (62) (𝑠2 = 0 has 
support only at the lightcone) is entirely different from that in the later.

Thus, for any field Φ(𝑥𝜇) satisfying an equation of the form.

□Φ(𝑥𝜇) = 𝑆(𝑥𝜇) (64)

with a generic source 𝑆(𝑥𝜇), we have the solution of the form:

Φ(𝑥𝜇) = ∫ 𝐺̄(𝑥𝜇;𝑥′𝜇)𝑆(𝑥
′
𝜇
)
√
𝑔′𝑑4𝑥′ (65)

5. Results

In this section, we present the results for the electromagnetic fields 
generated by the participants. First, we consider a simple case of a sta-

tionary point charge, for which the fields corresponds to the fields from 
the Li’enard–Wiechert potential for the expanding fluid. This is to test 
our formulation for a simplistic case. Next, we move to a more realis-

tic scenario of charge particles being distributed in a Gaussian profile 
in the transverse plane with a constraint on the region of participant 
charge distribution.

5.1. Field of a stationary point charge

Firstly, the charge density of a point particle at rest (co-moving) in 
an expanding fluid with four velocity 𝑢𝜇 = (1,0,0,0), is given as

𝜌(𝜏,𝐱) =𝑍𝑒
𝛿3(𝐱 − 𝐱0)Θ(𝜏 − 𝜏0)

𝜏
(66)

where 𝑍𝑒, 𝐱0, is the magnitude and position of the charge. To avoid the 
singularity of the Green’s function at 𝜏 = 0, we assume that the charge 
appeared at a finite time in the past, 𝜏 = 𝜏0. This is motivated by the fact 
that hydrodynamics in heavy-ion collisions typically starts after a finite 
time, around ∼ 0.5 −0.6 fm. It should be noted that, in this theory, there 
is no conservation law for charge, and a charge can be spontaneously 
created if there is enough energy available. Additionally, since we have 
assumed the fluid to be a perfect insulator, the charge diffusion current 
𝑉 𝜇 is zero. Therefore, the particular solution for the 𝜂 component of the 

magnetic field Eq. (49) can be set to zero without loss of generality, and 
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Fig. 1. Left panel: The electric-field component 𝑒𝐸̃𝜂 as a function of 𝜂 for a stationary point source. Various symbols represent the values of electric field at different 
times. Right panel: Same as left panel but for the electric-field component 𝑒𝐸 .
𝑥

it decouples from the other components of the electromagnetic fields. 
By substituting the gradient of the point charge Eq. (66) as a source in 
the Green’s function Eq. (65), we obtain

𝐸̃𝜂(𝜏,𝐱) = −𝑍𝑒∫
1

(𝜏′)2
𝐺̄(𝜏,𝐱; 𝜏′,𝐱′)𝜕𝜂𝜌̃(𝜏′,𝐱′)

√
𝑔(𝜏′)𝑑3𝐱′𝑑𝜏′ (67)

as a solution of Eq. (46). Integration of Eq. (67) with the symmetric 
Green’s function of Eq. (63) is elementary, and we obtain

𝐸̃𝜂(𝜏,𝐱) =
⎧⎪⎨⎪⎩
𝑍𝑒

𝜏 sinh(𝜂−𝜂0)

4𝜋[(𝑟⊥−𝑟⊥0)2+𝜏2 sinh2(𝜂−𝜂0)]
3∕2 , if 𝜏0 < 𝜏𝑓 (𝐱;𝐱0) < 𝜏

0, otherwise
(68)

where, 𝜏𝑓 (𝐱; 𝐱0) ∶= 𝜏 cosh(𝜂 − 𝜂0) −
√

(𝑟⊥ − 𝑟⊥0)2 + 𝜏2 sinh2(𝜂 − 𝜂0) and 
the inequality satisfies the causality constraints.

The transverse components of electric fields can also be computed 
similarly and are given as

𝐸̃𝑥(𝜏,𝐱) =
⎧⎪⎨⎪⎩
𝑍𝑒

𝜏(𝑥−𝑥0) cosh(𝜂−𝜂0)

4𝜋[(𝑟⊥−𝑟⊥0)2+𝜏2 sinh2(𝜂−𝜂0)]
3∕2 , if 𝜏0 < 𝜏𝑓 (𝐱;𝐱0) < 𝜏

0, otherwise
(69)

𝐸̃𝑦(𝜏,𝐱) =
⎧⎪⎨⎪⎩
𝑍𝑒

𝜏(𝑦−𝑦0) cosh(𝜂−𝜂0)

4𝜋[(𝑟⊥−𝑟⊥0)2+𝜏2 sinh2(𝜂−𝜂0)]
3∕2 , if 𝜏0 < 𝜏𝑓 (𝐱;𝐱0) < 𝜏

0, otherwise
(70)

As discussed in Sec. 4 the transverse magnetic fields can be com-

puted by taking the gradients of longitudinal component of electric field 
Eq. (68), which acts as source in Eq. (65) and is given as

𝐵̃𝑦(𝜏,𝐱) = 2∫ 𝐺̄(𝜏,𝐱; 𝜏′,𝐱′)𝜕𝑥′ 𝐸̃𝜂(𝜏′,𝐱′)
√
𝑔(𝜏′)𝑑3𝐱′𝑑𝜏′ (71)

as a solution of Eq. (48). The integration over 𝜏′ is elementary and we 
are left with

𝐵̃𝑦(𝜏,𝐱) =⎧⎪⎪⎨⎪⎪⎩
𝑍𝑒

3
8𝜋2 ∫ 𝑑3𝐱′ 𝜏𝑓 (𝐱′;𝐱)2(𝑥′−𝑥0) sinh(𝜂0−𝜂′)

[(𝑟′
⊥
−𝑟⊥0)2+𝜏𝑓 (𝐱′;𝐱)2 sinh2(𝜂′−𝜂0)]

5∕2

× 1√
(𝑟⊥−𝑟′⊥)

2+𝜏2 sinh2(𝜂−𝜂′)
,

if (𝜏0 < 𝜏𝑓 (𝐱′;𝐱0) < 𝜏) ∧
(𝜏0 < 𝜏𝑓 (𝐱′;𝐱) < 𝜏)

0, otherwise

(72)

where, 𝜏𝑓 (𝐱′; 𝐱) = 𝜏 cosh(𝜂 − 𝜂′) −
√

(𝑟⊥ − 𝑟′
⊥
)2 + 𝜏2 sinh2(𝜂 − 𝜂′). In the 

above expression, one of the constraints is inherited from the electric 
field Eq. (68) while the other is from the Green’s function appearing in 

follo

not 
num

field

assu

tial 
loca

vers

The

whi

is, o
van

of 𝜂
As s
und

of t
und

Eqs

the 
regi

as a
dep

𝐱 −

func

Firs

zero

the 
only

larg

of F
prio

4.6
to a
< 𝜏

con

can

from

from

the 
por

How

por
5

Eq. (71). The 𝑥 component of magnetic field can also be obtained by 
wing a similar procedure. The spatial integration in Eq. (72) can 
be reduced to an elementary form and we perform the integration 
erically in the rest of this section.

To gain insight into the space-time dependence of electromagnetic 
s produced by the charged participants, we make a simplifying 
mption that the charges are located at 𝐱0 = (𝑏∕2, 0, 0) and the ini-

time 𝜏0 = 0.6 fm, where 𝑏 is the coordinate where the source is 
ted taken as 𝑏 = 7 fm. We calculate the fields at points with trans-

e coordinates 𝐱⊥ = (0, 0), but for variable rapidities 𝜂 and time 𝜏 . 
 magnitude of charge 𝑍𝑒 is a free parameter, and we took 𝑍 = 79, 
ch is half of the total charged spectators for an Au-Au collision and 
f course, a simplification. With the above geometry, the only non-

ishing components of electromagnetic fields are 𝐸̃𝜂 , 𝐸𝑥 and 𝐵𝑦.

Fig. 1 shows the electric field components 𝑒𝐸̃𝜂 and 𝑒𝐸𝑥 as a function 
. The various symbols in the figure represent different time frames. 
hown in the figure, the 𝑥-component of the electric field is even 
er rapidity and its magnitude is roughly ten times larger than that 
he 𝜂-component, while the 𝜂-component of the electric field is odd 
er rapidity. At a given 𝜂, the electric fields decay as ∼ 𝜏−3 (see 
. (68) and (69)). Since the fields are retarded, prior to 𝜏 = 4.6 fm, 
electric field for both components is zero. At a later time, only the 
on allowed by causality experiences the electric field, which appears 
 piecewise function in the figure above. This region of influence 
ends, of course, on the initial time 𝜏0 and the relative distances 
𝐱0.

Fig. 2 (left panel) shows the magnetic field component 𝑒𝐵𝑦 as a 
tion of 𝜂, with various symbols representing different time frames. 

tly, we note that at early times (𝜏 < 3.1 fm), the magnetic field is 
, owing to the first causality constraint (see Eq. (72)) inherited from 
electric field. However, unlike the electric field, which has support 
 at 𝜏𝑓 (𝐱; 𝐱0), the magnetic field’s support 𝜏𝑓 (𝐱′; 𝐱0) extends to a 
er region of space-time. This is also readily seen in the left panel 
ig. 2 (left panel), where the magnetic field attains non-zero values 
r to the corresponding electric field, which remains zero until 𝜏 =
fm. Nevertheless, the magnetic field for such an early time is limited 
 smaller rapidity region owing to this constraint. Next, for 3.1 fm 
< 4.6 fm, the magnitude of the magnetic field increases and shows 
tinuous evolution throughout the rapidity region.

The domains of influence for both the electric and magnetic fields 
 be discerned from their respective equations (i) electric field, 𝑒𝐸̃𝜂

 Eq. (68) given as 𝜏0 < 𝜏𝑓 (𝐱; 𝐱0) < 𝜏 and (ii) magnetic field, 𝑒𝐵𝑦

 Eq. (72) given as 𝜏0 < 𝜏𝑓 (𝐱′; 𝐱0) < 𝜏 ∧ 𝜏0 < 𝜏𝑓 (𝐱′; 𝐱) < 𝜏 .

From Fig. 3 (left panel), which visualizes the domain of influence or 
causal region, one can observe that for smaller values of 𝜏 , the sup-

t of 𝜏𝑓 (𝐱; 𝐱0) is restricted to narrower 𝜂 intervals for electric field. 
ever, referring to Fig. 3 (right panel) for the magnetic field, the sup-

t spans larger areas based on the specific value of 𝜂′. To elucidate, 

at 𝜂′ = 0, the magnetic field’s support mirrors that of the electric field. 
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Fig. 2. Left panel: The magnetic-field component 𝑒𝐵𝑦 as a function of 𝜂 for a stationary point source. Various symbols represent the values of magnetic field at 
different times. Right panel: Time evolution of 𝑒𝐵𝑦 at rapidities 𝜂 = 1 and 𝜂 = 2 respectively. The black dotted lines are a fit to a power law function.

Fig. 3. Left panel: Domain of influence 𝜏0 < 𝜏𝑓 (𝐱; 𝐱0) < 𝜏 for the electric field component 𝑒𝐸̃𝜂 . Right panel: for the magnetic field component 𝑒𝐵𝑦, 𝜏0 < 𝜏𝑓 (𝐱′; 𝐱0) <
𝜏 ∧ 𝜏0 < 𝜏𝑓 (𝐱′; 𝐱) < 𝜏 . The transverse coordinates and 𝜂0 are set to zero (𝑟⊥ = 𝑟⊥0 = 𝜂0 = 0) for simplicity.
But when 𝜂′ = −1.0 or 𝜂′ = 1.5, the depicted (shaded) region encom-

passes a more extensive area than the prior scenario. As we transition 
to later times, both the electric and magnetic fields exhibit a progressive 
expansion in their supportive domains.

Fig. 2 (right panel) shows the time evolution of the magnetic field 
for two different values of rapidity, 𝜂 = 1, 2 respectively. For 𝜂 = 1, we 
have also fitted the obtained numerical solution with a power law (black 
dotted lines). As can be seen clearly, the whole time evolution can be 
divided into two regions: at early times, the growth of magnetic field 
∝ 𝜏5, while at late time it decays as ∝ 𝜏−2.2, and in the intermediate 
region around 𝜏 ∼ 4.6 fm, there is a discontinuity. For larger rapidities, 
e.g. 𝜂 = 2, the magnitude of the magnetic field is an order of magnitude 
smaller than for smaller rapidities, e.g. 𝜂 = 1. It is also instructive to 
compare the above results with that generated from spectators [39], 
which, at vanishing conductivity, simply decays as ∝ 𝜏−3, although at 
early times the magnitude is much larger than due to participants and 
depends on the colliding energy. Nevertheless, a unique feature of the 
magnetic field produced by the participants, unlike the spectators, is 
that they remain non-negligible throughout the evolution even at very 
late times. For example, at 𝜏 = 10 fm for smaller rapidity 𝜂 = 1, the 
magnitude is in the order of (10−3) vs (10−5) (in units of 𝑚2

𝜋
) for the 

spectators.

5.2. Field of a transverse charge distribution

Next, we turn to the problem of finding the fields generated by a 
6

stationary charge distribution. Without any loss of generality, we as-
sume that the charge density of the target and projectile is distributed 
along the transverse plane while it is still localized in the rapidity di-

rection. We shall make the simplifying assumption that the protons in a 
nucleus are uniformly distributed according to a Gaussian distribution 
with mean 𝐱0 and standard deviation 𝜎⊥. The charge density can then 
be described as follows:

𝜌(𝜏,𝐱) =𝑍𝑒
𝑓⊥(𝑥,𝑥0;𝑦, 𝑦0)𝛿(𝜂 − 𝜂0)

𝜏
Θ(𝜏 − 𝜏0) (73)

where 𝑓⊥(𝑥, 𝑥0; 𝑦, 𝑦0) is the charge distribution in the transverse direc-

tion and which is given as:

𝑓⊥(𝑥,𝑥0;𝑦, 𝑦0) =
1

𝜋𝜎2
⊥

[
exp

(
−
(𝑥− 𝑥0)2 + (𝑦− 𝑦0)2

𝜎2
⊥

)

+ exp

(
−
(𝑥+ 𝑥0)2 + (𝑦+ 𝑦0)2

𝜎2
⊥

)]
Θ

(
1 − 𝑥2

𝑟2
𝑎

− 𝑦2

𝑟2
𝑏

)
(74)

with 𝑥0 = 𝑏∕2, 𝑦0 = 0 which corresponds to the centers of the nuclei 
in the transverse plane and we took 𝜎⊥ = 5 fm respectively. Here 𝑏 is 
the impact parameter which is chosen as 𝑏 = 7 fm. The semi-major and 
semi-minor axis of the elliptical region of the participants are given by 
the quantities 𝑟𝑎 = 𝑅 − 𝑥0 and 𝑟𝑏 =

√
𝑅2 − 𝑥20, where 𝑅 is the radius 

of a nucleus and we took 𝑅 = 7 fm. The unit step function in Eq. (74)

guarantees us that we consider only the charges in the elliptical region 

in the transverse plane.
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Fig. 4. The electric-field component 𝑒𝐸̃𝜂 as a function of 𝜂. Various symbols 
represent the values of electric field at different times.

Following procedure similar to point charge as discussed in Sec. 5.1, 
we can find the different field components using the Green’s function 
Eq. (63) for the equations Eqs. (44) to (49). The integration over 𝜏 and 
𝜂 is elementary, and the resulting expressions for electromagnetic field 
components turn out to be:

𝐸̃𝜂(𝜏,𝐱) =
𝑍𝑒

4𝜋 ∫ 𝑑2𝐱′
𝜏 sinh(𝜂 − 𝜂0)

[(𝑥− 𝑥′)2 + (𝑦− 𝑦′)2 + 𝜏2 sinh2(𝜂 − 𝜂0)]
3∕2 ×

𝑓⊥(𝑥′, 𝑥0;𝑦′, 𝑦0)Θ

(
1 − 𝑥′2

𝑟2
𝑎

− 𝑦′2

𝑟2
𝑏

)
(75)

𝐵̃𝑦(𝜏,𝐱) =𝑍𝑒
3

8𝜋2 ×

∫ 𝑑3𝐱′𝑑2𝐱′′
𝜏𝑓 (𝐱′;𝐱)2(𝑥′ − 𝑥′′) sinh(𝜂0 − 𝜂′)

((𝑥′ − 𝑥′′)2 + (𝑦′ − 𝑦′′)2 + 𝜏𝑓 (𝐱′;𝐱)2 sinh2(𝜂0 − 𝜂))5∕2
×

𝑓⊥(𝑥′′, 𝑥0;𝑦′′, 𝑦0)√
(𝑥− 𝑥′)2 + (𝑦− 𝑦′)2 + 𝜏2 sinh2(𝜂 − 𝜂′)

Θ

(
1 − 𝑥′′2

𝑟2
𝑎

− 𝑦′′2

𝑟2
𝑏

)
(76)

where the integration over 𝐱′ is again limited to the causal region satis-

fying the inequality 𝜏0 < 𝜏𝑓 (𝐱′; 𝐱) < 𝜏 along with the physical boundary 
of the elliptical region which is expressed via the unit-step function. 
Here, we have explicitly shown the expression for 𝐸̃𝜂 and 𝐵̃𝑦, other 
components of the electromagnetic fields can be calculated using a sim-

ilar procedure and will not be discussed further.

Fig. 4 shows the variation of 𝑒𝐸̃𝜂 with respect to 𝜂 at different time 
frames. Compared to the electric field generated by a point charge dis-

tribution Fig. 1 (left panel), the electric field generated by a charge 
distribution has support even for time as early as 𝜏 ∼ 1.1 fm although 
still localized in space. At late times, the electric field asymptotically 
goes to zero at large rapidities. The magnitude of electric field is of 
the order of ∼ 0.1𝑚2

𝜋
and this acts as the source for magnetic field. 

Fig. 5 shows the temporal evolution of transverse component of mag-

netic field 𝑒𝐵𝑦 at rapidity 𝜂 = 0.5 and the blue band is an estimate of 
the error in the numerical integration. Since, the integrand in Eq. (75)

is highly oscillatory, we could not extrapolate to smaller time interval 
regions, nevertheless the qualitative behavior of magnetic field at late 
time 𝜏𝑓 > 4.6 fm is similar to that of a point charge distribution Fig. 2

(right panel) and remains non-vanishing for times long enough in the 
context of heavy-ion collisions. The long life time is the result of retar-

dation effect which can be readily seen from Fig. 3 and emphasizes the 
fact that for late time the support of the integral in Eq. (75) increases 
to larger spatial regions which has non-vanishing gradients of electric 
7

field.
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Fig. 5. Time evolution of 𝑒𝐵𝑦 at rapidity 𝜂 = 0.5. The blue band is the estimate 
of the error in the numerical integration.

6. Conclusion and outlook

In this study, we investigated the spatiotemporal behavior of elec-

tromagnetic fields generated by charged particles in an expanding fluid 
under a background Bjorken flow. We solved Maxwell’s equations in 
this background, assuming no back-reaction to the flow. The inclusion 
of coupling to the fluid’s shear and expansion scalar has made the dy-

namics much more intricate. An important finding of this study is that 
even in the absence of charged currents, the gradient of the electric 
field can produce a magnetic field for a stationary charge distribution 
co-moving with the fluid. The resulting magnetic field initially van-

ishes, grows, and eventually decays. Causality plays a decisive role for 
describing the space-time evolution for such charge distributions. We 
also discussed a more realistic case of continuous charge distribution in 
the context of heavy-ion collision. The resulting magnetic field remains 
appreciable even for time as large as ∼ 10 fm. This finding supports the 
works that discuss the effect of magnetic field in the hadronic stage of 
heavy-ion collision [52–54].

A major limitation of this study is the assumption of vanishing 
charged currents. This could have significant and interesting conse-

quences on the results obtained in this study when non-equilibrium 
processes such as charge diffusion and conductivity come into play. 
These processes eliminate any gradients present in the electric charge 
distribution and may have non-trivial effects on the space-time varia-

tion of dynamic electromagnetic fields. When such terms were included, 
we were unable to find a closed analytical solution to the Green’s func-

tion and are therefore difficult to solve. Other possible directions for 
future work could include considering flow fields with non-vanishing 
vorticity and acceleration. These and other intriguing phenomena will 
be left for future investigations.

Declaration of competing interest

The authors declare the following financial interests/personal rela-

tionships which may be considered as potential competing interests: 
Ashutosh Dash reports financial support was provided by Alexander 
von Humboldt Foundation. Ankit Kumar Panda reports financial sup-

port was provided by Council for Scientific and Industrial Research.

Data availability
No data was used for the research described in the article.



Physics Letters B 848 (2024) 138342A. Dash and A.K. Panda

Acknowledgements

We thank A. Mukherjee, D. Rischke and V. Roy for fruitful discus-

sions. A.D gratefully acknowledges the support of the Alexander von 
Humboldt Foundation through a research fellowship for postdoctoral 
researchers. A.P acknowledges the CSIR-HRDG financial support.

References

[1] D.E. Kharzeev, L.D. McLerran, H.J. Warringa, The effects of topological charge 
change in heavy ion collisions: ‘event by event P and CP violation’, Nucl. Phys. 
A 803 (2008) 227, arXiv :0711 .0950 [hep -ph].

[2] V. Skokov, A.Y. Illarionov, V. Toneev, Estimate of the magnetic field strength in 
heavy-ion collisions, Int. J. Mod. Phys. A 24 (2009) 5925, arXiv :0907 .1396 [nucl -
th].

[3] K. Tuchin, Erratum: Synchrotron radiation by fast fermions in heavy-ion collisions 
[Phys. Rev. C 82, 034904 (2010)], Phys. Rev. C 83 (2011) 039903.

[4] V. Voronyuk, V.D. Toneev, W. Cassing, E.L. Bratkovskaya, V.P. Konchakovski, S.A. 
Voloshin, Electromagnetic field evolution in relativistic heavy-ion collisions, Phys. 
Rev. C 83 (2011) 054911.

[5] W.-T. Deng, X.-G. Huang, Event-by-event generation of electromagnetic fields in 
heavy-ion collisions, Phys. Rev. C 85 (2012) 044907.

[6] K. Tuchin, Particle production in strong electromagnetic fields in relativistic heavy-

ion collisions, Adv. High Energy Phys. 2013 (2013) 490495, arXiv :1301 .0099 [hep -
ph].

[7] L. McLerran, V. Skokov, Comments about the electromagnetic field in heavy-ion 
collisions, Nucl. Phys. A 929 (2014) 184, arXiv :1305 .0774 [hep -ph].

[8] D.E. Kharzeev, H.-U. Yee, Chiral magnetic wave, Phys. Rev. D 83 (2011) 085007.

[9] K. Fukushima, D.E. Kharzeev, H.J. Warringa, Chiral magnetic effect, Phys. Rev. D 
78 (2008) 074033.

[10] Y. Burnier, D.E. Kharzeev, J. Liao, H.-U. Yee, Chiral magnetic wave at finite baryon 
density and the electric quadrupole moment of the quark-gluon plasma, Phys. Rev. 
Lett. 107 (2011) 052303.

[11] P. Romatschke, U. Romatschke, Viscosity information from relativistic nuclear colli-

sions: how perfect is the fluid observed at rhic?, Phys. Rev. Lett. 99 (2007) 172301.

[12] H. Song, U. Heinz, Causal viscous hydrodynamics in 2 + 1 dimensions for relativistic 
heavy-ion collisions, Phys. Rev. C 77 (2008) 064901.

[13] P.K. Kovtun, D.T. Son, A.O. Starinets, Viscosity in strongly interacting quantum field 
theories from black hole physics, Phys. Rev. Lett. 94 (2005) 111601.

[14] P. Romatschke, U. Romatschke, Relativistic Fluid Dynamics in and Out of Equi-

librium, Cambridge Monographs on Mathematical Physics, Cambridge University 
Press, 2019, arXiv :1712 .05815 [nucl -th].

[15] M. Luzum, P. Romatschke, Viscous hydrodynamic predictions for nuclear collisions 
at the LHC, Phys. Rev. Lett. 103 (2009) 262302, arXiv :0901 .4588 [nucl -th].

[16] P. Romatschke, U. Romatschke, Viscosity information from relativistic nuclear colli-

sions: how perfect is the fluid observed at RHIC?, Phys. Rev. Lett. 99 (2007) 172301, 
arXiv :0706 .1522 [nucl -th].

[17] W. Israel, J. Stewart, Transient relativistic thermodynamics and kinetic theory, Ann. 
Phys. 118 (1979) 341.

[18] J. Hernandez, P. Kovtun, Relativistic magnetohydrodynamics, J. High Energy Phys. 
05 (2017) 001, arXiv :1703 .08757 [hep -th].

[19] V. Roy, S. Pu, L. Rezzolla, D. Rischke, Analytic Bjorken flow in one-dimensional 
relativistic magnetohydrodynamics, Phys. Lett. B 750 (2015) 45, arXiv :1506 .06620

[nucl -th].

[20] G.S. Denicol, X.-G. Huang, E. Molnár, G.M. Monteiro, H. Niemi, J. Noronha, D.H. 
Rischke, Q. Wang, Nonresistive dissipative magnetohydrodynamics from the Boltz-

mann equation in the 14-moment approximation, Phys. Rev. D 98 (2018) 076009, 
arXiv :1804 .05210 [nucl -th].

[21] G.S. Denicol, E. Molnár, H. Niemi, D.H. Rischke, Resistive dissipative magnetohy-

drodynamics from the Boltzmann-Vlasov equation, Phys. Rev. D 99 (2019) 056017, 
arXiv :1902 .01699 [nucl -th].

[22] A.K. Panda, A. Dash, R. Biswas, V. Roy, Relativistic non-resistive viscous magneto-

hydrodynamics from the kinetic theory: a relaxation time approach, J. High Energy 
Phys. 03 (2021) 216, arXiv :2011 .01606 [nucl -th].

[23] A.K. Panda, A. Dash, R. Biswas, V. Roy, Relativistic resistive dissipative magneto-

hydrodynamics from the relaxation time approximation, Phys. Rev. D 104 (2021) 
054004, arXiv :2104 .12179 [nucl -th].

[24] J.-J. Zhang, X.-L. Sheng, S. Pu, J.-N. Chen, G.-L. Peng, J.-G. Wang, Q. Wang, Charge-

dependent directed flows in heavy-ion collisions by Boltzmann-Maxwell equations, 
arXiv :2201 .06171 [hep -ph], 2022.

[25] T. Gezhagn, A.K. Chaubey, Electromagnetic field evolution in relativistic heavy ion 
collision and its effect on flow of particles, Front. Phys. 9 (2022) 791108, arXiv :
2107 .01467 [nucl -th].

[26] X.-G. Huang, Electromagnetic fields and anomalous transports in heavy-ion colli-

sions — a pedagogical review, Rep. Prog. Phys. 79 (2016) 076302, arXiv :1509 .
04073 [nucl -th].

[27] B. Karmakar, R. Ghosh, A. Mukherjee, Collective modes of gluons in an anisotropic 
thermomagnetic medium, Phys. Rev. D 106 (2022) 116006, arXiv :2204 .09646 [hep -
ph].

[28] A.K. Panda, V. Roy, Wave phenomena in general relativistic magnetohydrodynam-

ics, arXiv :2205 .03107 [gr -qc], 2022.

[29] G. Inghirami, M. Mace, Y. Hirono, L. Del Zanna, D.E. Kharzeev, M. Bleicher, Mag-

netic fields in heavy ion collisions: flow and charge transport, arXiv :1908 .07605

[hep -ph], 2020.

[30] A. Dash, M. Shokri, L. Rezzolla, D.H. Rischke, Charge diffusion in relativistic re-

sistive second-order dissipative magnetohydrodynamics, Phys. Rev. D 107 (2023) 
056003, arXiv :2211 .09459 [nucl -th].

[31] K. Nakamura, T. Miyoshi, C. Nonaka, H.R. Takahashi, Relativistic resistive magneto-

hydrodynamics code for high-energy heavy-ion collisions, arXiv :2211 .02310 [nucl -
th], 2022.

[32] E.R. Most, J. Noronha, A.A. Philippov, Modelling general-relativistic plasmas with 
collisionless moments and dissipative two-fluid magnetohydrodynamics, Mon. Not. 
R. Astron. Soc. 514 (2022) 4989, arXiv :2111 .05752 [astro -ph .HE].

[33] E.R. Most, J. Noronha, Dissipative magnetohydrodynamics for nonresistive rela-

tivistic plasmas: an implicit second-order flux-conservative formulation with stiff 
relaxation, Phys. Rev. D 104 (2021) 103028, arXiv :2109 .02796 [astro -ph .HE].

[34] K. Dionysopoulou, D. Alic, C. Palenzuela, L. Rezzolla, B. Giacomazzo, General-

relativistic resistive magnetohydrodynamics in three dimensions: formulation and 
tests, Phys. Rev. D 88 (2013) 044020, arXiv :1208 .3487 [gr -qc].

[35] A. Huang, D. She, S. Shi, M. Huang, J. Liao, Dynamical magnetic fields in heavy-ion 
collisions, Phys. Rev. C 107 (2023) 034901, arXiv :2212 .08579 [hep -ph].

[36] A. Das, S.S. Dave, P.S. Saumia, A.M. Srivastava, Effects of magnetic field on plasma 
evolution in relativistic heavy-ion collisions, Phys. Rev. C 96 (2017) 034902, arXiv :
1703 .08162 [hep -ph].

[37] A.K. Panda, R. Gangadharan, V. Roy, Investigating the role of electric fields on flow 
harmonics in heavy-ion collisions, arXiv :2301 .00632 [nucl -th], 2023.

[38] K. Hattori, M. Hongo, X.-G. Huang, New developments in relativistic magnetohy-

drodynamics, Symmetry 14 (2022) 1851, arXiv :2207 .12794 [hep -th].

[39] U. Gürsoy, D. Kharzeev, E. Marcus, K. Rajagopal, C. Shen, Charge-dependent flow 
induced by magnetic and electric fields in heavy ion collisions, Phys. Rev. C 98 
(2018) 055201, arXiv :1806 .05288 [hep -ph].

[40] J.D. Bjorken, Highly relativistic nucleus-nucleus collisions: the central rapidity re-

gion, Phys. Rev. D 27 (1983) 140.

[41] K.S. Thorne, D. MacDonald, Electrodynamics in curved spacetime: 3 + 1 formula-

tion, Mon. Not. R. Astron. Soc. 198 (1982) 339, https://academic .oup .com /mnras /
article -pdf /198 /2 /339 /9402846 /mnras198 -0339 .pdf.

[42] C.G. Tsagas, Electromagnetic fields in curved spacetimes, Class. Quantum Gravity 
22 (2005) 393, arXiv :gr -qc /0407080.

[43] G. Aarts, A. Nikolaev, Electrical conductivity of the quark-gluon plasma: perspective 
from lattice QCD, Eur. Phys. J. A 57 (2021) 118, arXiv :2008 .12326 [hep -lat].

[44] D.J. Griffiths, Introduction to Electrodynamics, 4th ed., Pearson, Boston, MA, 2013, 
re-published by Cambridge University Press in 2017.

[45] H. Nariai, K. Tanabe, Propagators for a scalar field in a homogeneous expanding 
universe. i: Case of the Friedmann universes, Prog. Theor. Phys. 55 (1976) 1116.

[46] T. Padmanabhan, Physical interpretation of quantum field theory in noninertial co-

ordinate systems, Phys. Rev. Lett. 64 (1990) 2471.

[47] D. Rindori, L. Tinti, F. Becattini, D.H. Rischke, Relativistic quantum fluid with boost 
invariance, Phys. Rev. D 105 (2022) 056003, arXiv :2102 .09016 [hep -th].

[48] A. Sagnotti, B. Zwiebach, Electromagnetic waves in a Bianchi type I universe, Phys. 
Rev. D 24 (1981) 305.

[49] S.V. Dhurandhar, C.V. Vishveshwara, J.M. Cohen, Electromagnetic, neutrino and 
gravitational fields in the Kasner space-time with rotational symmetry, Class. Quan-

tum Gravity 1 (1984) 61.

[50] L.M. Burko, A.I. Harte, E. Poisson, Mass loss by a scalar charge in an expanding 
universe, Phys. Rev. D 65 (2002) 124006, arXiv :gr -qc /0201020.

[51] E. Poisson, A. Pound, I. Vega, The motion of point particles in curved spacetime, 
Living Rev. Relativ. 14 (2011) 1.

[52] A. Dash, S. Samanta, J. Dey, U. Gangopadhyaya, S. Ghosh, V. Roy, Anisotropic trans-

port properties of a hadron resonance gas in a magnetic field, Phys. Rev. D 102 
(2020) 016016, arXiv :2002 .08781 [nucl -th].

[53] J. Dey, S. Samanta, S. Ghosh, S. Satapathy, Quantum expression for the electri-

cal conductivity of massless quark matter and of the hadron resonance gas in the 
presence of a magnetic field, Phys. Rev. C 106 (2022) 044914, arXiv :2002 .04434

[nucl -th].

[54] S. Imaki, Chiral magnetic effect in the hadronic phase, Phys. Rev. D 101 (2020) 
074024, arXiv :1906 .08949 [hep -ph].
8

http://refhub.elsevier.com/S0370-2693(23)00676-7/bib5EDC388808203E2797048BE1FF6FF8B4s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib5EDC388808203E2797048BE1FF6FF8B4s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib5EDC388808203E2797048BE1FF6FF8B4s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE3B5DA94F67E3E1E4D0B3AD747095B4Fs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE3B5DA94F67E3E1E4D0B3AD747095B4Fs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE3B5DA94F67E3E1E4D0B3AD747095B4Fs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibC6B50A4E70CA36805F334FAF0C4E738Cs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibC6B50A4E70CA36805F334FAF0C4E738Cs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib9C080F6F969574412C4985E4D9FABD04s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib9C080F6F969574412C4985E4D9FABD04s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib9C080F6F969574412C4985E4D9FABD04s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibBF953906E54707C8B93558F9F926E5DEs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibBF953906E54707C8B93558F9F926E5DEs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib083D0C12BDC7160B0EF2B37E745C6008s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib083D0C12BDC7160B0EF2B37E745C6008s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib083D0C12BDC7160B0EF2B37E745C6008s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE730C3B743EEC782362F0C115B5A8894s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE730C3B743EEC782362F0C115B5A8894s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib25998935B2949BD59646E55EBFBDC699s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib73AF064DFEC8C8180BD14155020E65E9s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib73AF064DFEC8C8180BD14155020E65E9s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib3C60642AB0AF2EA67FFCA320D1D98BF1s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib3C60642AB0AF2EA67FFCA320D1D98BF1s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib3C60642AB0AF2EA67FFCA320D1D98BF1s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib45570D28D6D1B5D9BC4CAA4CFDA82AEAs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib45570D28D6D1B5D9BC4CAA4CFDA82AEAs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib434BE4EB4303CC1217499F67BA4858FBs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib434BE4EB4303CC1217499F67BA4858FBs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib3932F28E4014D3E51A7DF4CE05F3DBA3s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib3932F28E4014D3E51A7DF4CE05F3DBA3s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibA1472A90804B9FD73087D86395ADA3B9s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibA1472A90804B9FD73087D86395ADA3B9s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibA1472A90804B9FD73087D86395ADA3B9s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE2280583965238FCBEDAD50BA3597B45s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE2280583965238FCBEDAD50BA3597B45s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib10DA6B628E0EB9BE980286483DD82FB7s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib10DA6B628E0EB9BE980286483DD82FB7s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib10DA6B628E0EB9BE980286483DD82FB7s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib4DDD49FDE37ABF78B7F3F981BE0A7EF5s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib4DDD49FDE37ABF78B7F3F981BE0A7EF5s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF0120F6A4FF1A2DDAF948E659CA85A13s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF0120F6A4FF1A2DDAF948E659CA85A13s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib5243DC7947C334C1A78A8C5FFEA62ECEs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib5243DC7947C334C1A78A8C5FFEA62ECEs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib5243DC7947C334C1A78A8C5FFEA62ECEs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibD29FBC2765E6038E94CE1B9CD7AA5479s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibD29FBC2765E6038E94CE1B9CD7AA5479s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibD29FBC2765E6038E94CE1B9CD7AA5479s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibD29FBC2765E6038E94CE1B9CD7AA5479s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib673E08C8B5B114D9E34731CF9769B39Ds1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib673E08C8B5B114D9E34731CF9769B39Ds1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib673E08C8B5B114D9E34731CF9769B39Ds1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib6D6E491621E53A079092C8FF60986A00s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib6D6E491621E53A079092C8FF60986A00s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib6D6E491621E53A079092C8FF60986A00s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib668243C993C4F861A51C586850F6B6CBs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib668243C993C4F861A51C586850F6B6CBs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib668243C993C4F861A51C586850F6B6CBs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib119467B525234CBE84F369FB5975680Bs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib119467B525234CBE84F369FB5975680Bs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib119467B525234CBE84F369FB5975680Bs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibC6411D86600FA49FD9F928F613EF7C16s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibC6411D86600FA49FD9F928F613EF7C16s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibC6411D86600FA49FD9F928F613EF7C16s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib65852FC4FBF365B5D35FB10D13FCBEE3s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib65852FC4FBF365B5D35FB10D13FCBEE3s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib65852FC4FBF365B5D35FB10D13FCBEE3s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib7C6957E8F17D69E60DF16AF89570E60Fs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib7C6957E8F17D69E60DF16AF89570E60Fs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib7C6957E8F17D69E60DF16AF89570E60Fs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib13947BD31FEBC84D983124D44C5A1528s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib13947BD31FEBC84D983124D44C5A1528s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF396809709B8E3CE68BFAE8EF546EF7Bs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF396809709B8E3CE68BFAE8EF546EF7Bs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF396809709B8E3CE68BFAE8EF546EF7Bs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib8E0558DD1C0E6BEA19AD8A79852546A5s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib8E0558DD1C0E6BEA19AD8A79852546A5s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib8E0558DD1C0E6BEA19AD8A79852546A5s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibFCFED3C3E0930B020490B2DF48A450EAs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibFCFED3C3E0930B020490B2DF48A450EAs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibFCFED3C3E0930B020490B2DF48A450EAs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF7B9C1268C1DBE56910B920E57407D49s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF7B9C1268C1DBE56910B920E57407D49s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF7B9C1268C1DBE56910B920E57407D49s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE0BC7B95CA42ACB14A65F8C82FA6A694s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE0BC7B95CA42ACB14A65F8C82FA6A694s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE0BC7B95CA42ACB14A65F8C82FA6A694s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib57CAE89BD6B971CC72D4D126FF8B0321s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib57CAE89BD6B971CC72D4D126FF8B0321s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib57CAE89BD6B971CC72D4D126FF8B0321s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib8E6B989E53D1352CD0F7AA741FBBEAE9s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib8E6B989E53D1352CD0F7AA741FBBEAE9s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibFD505BA8E935523E2056CEA6F81C1676s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibFD505BA8E935523E2056CEA6F81C1676s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibFD505BA8E935523E2056CEA6F81C1676s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibD85D5D62B003A643625BAF78F7886BB0s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibD85D5D62B003A643625BAF78F7886BB0s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib247B16518294EE22D87363E11D667A98s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib247B16518294EE22D87363E11D667A98s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib74FD8E6F825E5A670235F77F85D2E5A3s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib74FD8E6F825E5A670235F77F85D2E5A3s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib74FD8E6F825E5A670235F77F85D2E5A3s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib01462E0C74AFCC6233AC2CB8EA231AC0s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib01462E0C74AFCC6233AC2CB8EA231AC0s1
https://academic.oup.com/mnras/article-pdf/198/2/339/9402846/mnras198-0339.pdf
https://academic.oup.com/mnras/article-pdf/198/2/339/9402846/mnras198-0339.pdf
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibDA6DCEBBB79938CCB50DB35EAF80C3CFs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibDA6DCEBBB79938CCB50DB35EAF80C3CFs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF47C94E71C7AA4412F2F9CCB8148E196s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF47C94E71C7AA4412F2F9CCB8148E196s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib9BDF8F85D7ED6DB688518B85350A3CB8s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib9BDF8F85D7ED6DB688518B85350A3CB8s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibBCE3930025EEFD87B8FFB5CF9C60771Fs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibBCE3930025EEFD87B8FFB5CF9C60771Fs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib1794765DF27D56E13EF58161E86752D5s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib1794765DF27D56E13EF58161E86752D5s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib914004C163C6711B1BCDDBA023167A97s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib914004C163C6711B1BCDDBA023167A97s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibD9C021BB160992D807365776ADBDFB0Cs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibD9C021BB160992D807365776ADBDFB0Cs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib85F924332CD28FC595CA456665F93405s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib85F924332CD28FC595CA456665F93405s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib85F924332CD28FC595CA456665F93405s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibB52A2A9A908AD94CC287B7E4D3E5ED52s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibB52A2A9A908AD94CC287B7E4D3E5ED52s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib5581AD38A3CCEE26713C237DF144EEDCs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bib5581AD38A3CCEE26713C237DF144EEDCs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibA6B3F425C48C181B7F815C1981A9095Es1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibA6B3F425C48C181B7F815C1981A9095Es1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibA6B3F425C48C181B7F815C1981A9095Es1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF5E51A822EB4170729D5601ABBB1D2B8s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF5E51A822EB4170729D5601ABBB1D2B8s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF5E51A822EB4170729D5601ABBB1D2B8s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibF5E51A822EB4170729D5601ABBB1D2B8s1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE444F808DE05453B0CAAD420F7C3820Cs1
http://refhub.elsevier.com/S0370-2693(23)00676-7/bibE444F808DE05453B0CAAD420F7C3820Cs1

	Charged participants and their electromagnetic fields in an expanding fluid
	1 Introduction
	2 Basic equations
	3 Background model
	4 Solution of the wave equations
	5 Results
	5.1 Field of a stationary point charge
	5.2 Field of a transverse charge distribution

	6 Conclusion and outlook
	Declaration of competing interest
	Data availability
	Acknowledgements
	References


