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Abstract

We present the first measurements of charge-dependent correlations on angular difference variablesη1 − η2 (pseudorapidity) andφ1 − φ2
(azimuth) for primary charged hadrons with transverse momentum 0.15 � pt � 2 GeV/c and |η| � 1.3 from Au–Au collisions at

√
sNN =

130 GeV. We observe correlation structures not predicted by theory but consistent with evolution of hadron emission geometry with i
centrality from one-dimensional fragmentation of color strings along the beam direction to an at least two-dimensional hadronization
along the beam and azimuth directions of a hadron-opaque bulk medium.
 2006 Elsevier B.V.

PACS:24.60.Ky; 25.75.Gz

Keywords:Net-charge correlations; Net-charge fluctuations; Hadronization; Heavy ion collisions
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1. Introduction

Analysis of correlations and fluctuations plays an import
role in studies of the colored medium produced in ultrare
tivistic heavy-ion collisions[1–3]. In-medium modificationof
parton scattering and fragmentation of energetic partons
the bulk medium produced in heavy-ion collisions may s
nificantly alter large-momentum-scale two-particle correlati
relative to those observed inp–p collisions. Large-momentum
scale correlations may result from initial-state multiple sc
tering [4,5], in-medium dissipation of scattered energetic p
tons[6] and hadronization of the colored medium to final-st
hadrons (fragmentation of color strings inp–p, hadronization
of the bulk medium inA–A). The local geometry of hadroniza
tion, which can be accessed by net-charge correlations, i
subject of this Letter.

* Corresponding author.
E-mail address:trainor@hausdorf.npl.washington.edu(T.A. Trainor).
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String fragmentation models[7] describe two-particle cor
relations on pseudorapidity and azimuth(η,φ) in high-energy
p–p collisions in terms of local conservation of transverse m
mentum and net charge leading to canonical suppressio
event-wise net-momentum and net-charge fluctuations. Th
ture of the corresponding process inA–A collisions remains
an open question. Some change should be expected in
correlation structure as the medium evolves from that p
duced in very peripheral collisions (approximating minimu
bias proton–proton collisions) to that in central heavy-ion c
lisions. Predictions have been made of dramatic suppres
of net-chargefluctuationsin centralA–A collisions as a sig
nal of quark–gluon plasma formation[8]. The question arise
what detailed net-chargecorrelation structurewould corre-
spond to such predictions, and what structure is actually pre
in heavy-ion collisions.

In this Letter we report the first measurements in hea
ion collisions of the centrality dependence of two-parti
charge-dependent(net-charge) correlations on angular su
space(η,φ), where charge-dependent here refers to the

mailto:trainor@hausdorf.npl.washington.edu
http://creativecommons.org/licenses/by/3.0/
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ference between correlations for like-charge-sign pairs
unlike-sign pairs. This analysis is based on Au–Au collision√

sNN = 130 GeV obtained with the STAR detector at the R
ativistic Heavy Ion Collider (RHIC). The observed correlati
structure suggests that local charge conservation at hadro
tion combined with increasing system density and spa
extent results in evolution with Au–Au centrality from on
dimensional (1D)charge-ordering(locally alternating charge
signs) on configuration spacez (the collision axis), coupled to
pz (or pseudorapidityη) by longitudinal Bjorken expansion, t
two-dimensional (2D) charge ordering on beam and azim
directions(z,φ). Those results have not been anticipated
theoretical models[5,9].

2. Analysis method

We wish to access the completecharge-dependent(CD)
structure of two-particle densityρ( �p1, �p2) with minimal dis-
tortion and without imposition of a correlation model. In th
analysis of net-chargeangular correlations we project th
two-particle momentum space onto angular subspace(η1, η2,

φ1, φ2) by integrating over a specific transverse momentum
terval. The structure of net-charge correlations on transv
momentum with specific angular constraints will be conside
in a future analysis.

Correlations are obtained with adifferentialanalysis which
compares object and reference pair density distributions.
object distribution is comprised of particle pairs formed fro
single events, referred to assibling pairs, and the referenc
distribution consists of pairs combining particles from t
different but similar events, referred to asmixed pairs. The
corresponding pair densities are denoted byρsib( �p1, �p2) and
ρmix( �p1, �p2), respectively. The two-particle correlation fun
tion C (as commonly defined in nuclear physics) and p
number density ratior (as used in the study of quantum co
relations or HBT[10]) are then defined and related by

C( �p1, �p2) = ρsib( �p1, �p2) − ρmix( �p1, �p2)

(1)= ρmix( �p1, �p2)
(
r( �p1, �p2) − 1

)
,

with r ≡ ρsib/ρmix. Differencer − 1 is the correlation mea
sure we use. In order to visualize the CD correlation struc
in the 4D angular subspace(η1, η2, φ1, φ2) pair densities can
be projected onto separate 2D subspaces (η1, η2) and (φ1, φ2).
Those projections, discussed further below, discard a sub
tial amount of the information in the full two-particle spac
However, they reveal that significant variation is restricted
difference variablesη� ≡ η1 − η2 andφ� ≡ φ1 − φ2 (the no-
tation is explained in Section4). For this analysis we therefor
simultaneouslyproject the 4D subspace onto those angular
ference variables. The resulting 2D distribution is referred
as ajoint autocorrelation. An autocorrelation is a projectio
by averaging1 from subspace(x1, x2) onto difference variable

1 Averaging rather than simple projection is an essential feature of aut
relations required to properly account for acceptance effects in two-pa
spaces.
d
t

a-
l

h

-
e

d

e

e
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-

r-
e

x� = x1 − x2. A joint autocorrelation is a simultaneous pr
jection onto two difference variables. The result of this proj
tion technique is anearly lossless(distortion free) projection
from the initial 4D angular subspace onto a 2D autocorrela
space.

In this analysis, sibling and mixed pair-number densi
ρ( �p1, �p2) for four charge-pair combinations(++,+−,−+,

−−) were projected onto(η1, η2), (φ1, φ2) and (η�,φ�).
The projection was done by filling histograms of pair nu
bersnab � εxεyρ(xa, yb), where subscriptsab denote the 2D
bin indices andεx, εy are histogram bin widths on variable
x, y ∈ {η1, η2, φ1, φ2, η�,φ�}. Sibling and mixed pair-numbe
histograms for each charge-pair combination were separ
normalized to the total number of detected pairs in e
centrality class:n̂ab,sib = nab,sib/

∑
ab nab,sib and n̂ab,mix =

nab,mix/
∑

ab nab,mix. Normalized pair-number ratioŝrab =
n̂ab,sib/n̂ab,mix are the basis for this analysis.

To reduce systematic error, ratio histograms were obta
for subsets of events within a given centrality class which h
similar multiplicities (differences� 50) and primary collision
vertex locations within the detector (within 7.5 cm along
beam axis). Ratioŝrab for each centrality class were defined
weighted (by total number of sibling pairs) averages over
subsets in that centrality class. Ratios were further comb
to form like-sign (LS:++,−−), unlike-sign (US:+−,−+),
and charge-dependent (CD= LS − US) ratios. In this analy
sis we adopt a CD sign convention compatible with stand
particle physics isospin convention and net-charge fluctua
measures[11].

3. Data

Data for this analysis were obtained with the STAR
tector [12] using a 0.25 T uniform magnetic field parallel
the beam axis. A minimum-bias event sample required c
cidence of two Zero-Degree Calorimeters (ZDC); a 0–15%
total cross section event sample was defined by a thres
on the Central Trigger Barrel (CTB), with ZDC coincidenc
Event triggering and charged-particle measurements with
Time Projection Chamber (TPC) are described in[12]. Tracking
efficiencies, event and track quality cuts and primary-part
definition are described in[11,13]. Charged particles were a
cepted in|η| � 1.3, full azimuth and transverse momentum (pt )
range 0.15� pt � 2 GeV/c. Particle identification was not im
plemented but charge sign was determined. Corrections
made to ratiôr for two-track inefficiencies due to overlappin
space points in the TPC (merging) and intersecting trajecto
reconstructed as> 2 particles (splitting) by applying two-trac
proximity cuts in the TPC to bothρsib andρmix similar to that
done in HBT analyses.

Small-momentum-scale correlation structures due to q
tum, Coulomb and strong-interaction correlations[10] were
suppressed by eliminating siblingand mixed track pairs
(∼ 22% of total) with|η�| < 1.0, |φ�| < 1.0 and|pt1 − pt2| <
0.2 GeV/c if pt < 0.8 GeV/c for either particle. Those cut
do not significantly affect the correlation structures sho
here. Four centrality classes for 300 k events labeled (a)
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Fig. 1. Normalized LS pair-number ratiosr̂ for collisions in centrality class (a) (most central) for(η1, η2) (left panel) and(φ1, φ2) (right panel).
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for central to peripheral were defined by cuts on TPC tr
multiplicity N within the acceptance defined here relative
minimum-bias event multiplicity frequency distribution upp
half-maximum end-pointN0, which corresponds to the ma
imum participant number[11].2 Four centrality classes wer
defined by (d) 0.03< N/N0 � 0.21, (c) 0.21< N/N0 � 0.56,
(b) 0.56< N/N0 � 0.79 and (a)N/N0 > 0.79.

4. Two-particle distributions

Fig. 1 shows ratio histogramŝrab for the LS charge com
bination on(η1, η2) and (φ1, φ2) for the most central even
class, denoted (a). Deviations from unity (r̂ − 1) of this per-
pair correlation measure contain adilution factor3 1/N̄ (N̄ is
defined as the mean multiplicity in the detector accepta
and are therefore numerically a fewpermil for central Au–
Au collisions. However, the correlation structure is large co
pared to statistical errors (cf.Figs. 2–4). A sinusoid associate
with elliptic flow (consistent with conventional reaction-pla
measurements) dominates the(φ1, φ2) correlations in the righ
panel. Theanti correlated LS distribution on(η1, η2) in the left
panel (anticorrelated: depression along theη1 = η2 diagonal)
suggests charge ordering from longitudinal string fragme
tion as inp–p collisions [7,14]. However, these correlation
projected separately onto(η1, η2) and(φ1, φ2) are incomplete
and quite misleading forA–A collisions. A more complete pic
ture is obtained from 2D joint autocorrelations on differen
variables(η�,φ�) as shown inFig. 2.

2 Centrality measureν estimates the mean participant path length a

number of encountered nucleons. For this analysisν ≡ 5.5(N/N0)1/3 �
5.5(Npart/Npart,max)

1/3 � 2Nbin/Npart, based on Glauber-model simulation
Npart is the number of participants,Nbin the number of binary collisions, an
N0 is the upper half-maximum endpoint of the minimum-bias data distribu
plotted asdσ/dN1/4.

3 Under composition of independent (uncorrelated) subsystems (e.g.,
thetical independentN–N collisions withinA–A collisions) correlationsper
particle remain constant, whereas correlationsper pair go as 1/nch. An excep-
tion to that behavior is quantum correlations for bosons (pions) whereall pairs
with momentum differenceq below some value are correlated, in which ca
r − 1 → 1 asq → 0, independent of system size.
)

-

-

o-

Because of the symmetry of these distributions on the
gular spaces(x1, x2) their description is more natural ondi-
agonal sum and difference variablesxΣ and x� (reserving
conventional difference notation�x for displacement on a 1D
spacex). The invariance of correlation structure on sum va
ablesηΣ ≡ η1 + η2 andφΣ ≡ φ1 + φ2 in Fig. 1 (i.e., parallel
to theη1 = η2 or φ1 = φ2 diagonals) implies that each distrib
tion can be projected onto its difference variableφ� ≡ φ1 − φ2
and η� ≡ η1 − η2 to form an autocorrelationwithout loss of
information. The projection is done by averaging bin conte
along each diagonal inFig. 1 parallel to the sum axis (e.g
theη1 = η2 diagonal) to obtain the bin contents of a 1D au
correlation onη� or φ� (the difference axes). Autocorrelatio
details are described in[15,16]. If projections are made simu
taneously onto both difference variables ofFig. 1 the result-
ing 2D joint autocorrelation on(η�,φ�) compactly represent
all significant correlation structure on 4D angular subsp
(η1, η2, φ1, φ2).

In Fig. 2 perspective views are shown of CD joint au
correlations for four centrality classes of Au–Au collisions√

sNN = 130 GeV. QuantityN̄(r̂ − 1)4 representsper-particle
correlations (i.e., distribution of average numbers of correla
pairs per final-state particle) and isO(1) for all centralities. Dis-
tributions inFig. 2are dominated by a 2D negative peak wh
is broader and elliptical for peripheral collisions (d) with m
jor axis alongφ�, transitioning smoothly to a narrower an
deeper peak symmetric on(η�,φ�) for central collisions (a)
The negative peak means that unlike-sign charge pairs are
probable than like-sign pairs for small angular separation
pseudorapidity and azimuth, consistent with local charge c
servation (suppression of net-charge fluctuations). The ver
axis limits common to all panels were chosen to enhance
visibility of structure at large angular separations as oppose
showing the full depth of the negative peak atφ� = η� = 0.
Note that no CD (charge-dependent) component of elliptic fl
is observed at the sensitivity level of these data. 1D project
of Fig. 2distributions and their 2D model fits (discussed belo
onto individual difference variablesφ� andη� are shown in

4 N̄(r̂ − 1), measuring correlations per final-state particle (typicallyO(1) for
all centralities), isinvariant with centrality if A–A collisions are linear super
positions ofp–p collisions.
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Fig. 2. Perspective views of two-particle CD joint autocorrelationsN̄(r̂ − 1) on (η�,φ�) for central (a) to peripheral (d) collisions. Center bins atφ� = η� = 0,
containing photon-conversion electron pairs, were omitted from model fits.
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Fig. 3. Solid dots and curves (open triangles and dashed cu
correspond toη� (φ�) projections. The projections are over t
pair acceptances apparent inFig. 2.

5. Errors

Statistical errors forr̂ in Fig. 1 (central collisions) are
±0.00015 for all bins. Statistical errors for 1D autocorrelatio
are uniform onφ� (sinceφ is a periodic variable) but approx
imately double as|η�| increases from 0 to 2 (due to finiteη
acceptance). Statistical errors atη� ∼ 0 vary from±0.00015
for central collisions to±0.0007 for peripheral collisions, aga
reflecting the 1/N̄ dilution factor. In contrast, statistical erro
for N̄(r̂ − 1) in Fig. 2 are approximately±0.2 (one tick) for
η� ∼ 0 and are independent of centrality. Statistical errors
projections inFig. 3are shown explicitly in that figure by erro
bars. Systematic errors were estimated as in[11]. Systematic
uncertainties associated with two-track inefficiency correcti
and small momentum scale correlation cuts are negligible
this analysis. Systematic error due to non-primary backgrou
(dominant source)[13], whose correlation with true primar
particles is unknown, is estimated to be at most±7%, assumed
uniform for all (η�,φ�) in the STAR acceptance. Contrib
tions from resonance(ρ0,ω) decays are estimated to be at m
about 10% of the negative peaks atφ� = η� = 0 in Fig. 2 in
the range|η�| < 0.5, |φ�| < 2 [17].
s)

r

s
r
s

6. Model fits

The distributions inFig. 2and their counterpart forp–p col-
lisions[18] reveal two asymptotic forms at the centrality limi
a 1D Gaussian onη� (uniformonφ�) for p–p collisions and a
2D exponential on(η�,φ�) for central Au–Au collisions. The
two forms may be limiting cases of a single evolving str
ture, or they may correspond to two independent correla
mechanisms with complementary centrality trends. A prel
inary fitting exercise indicated that these 130 GeV Au–Au d
do not have sufficient statistical power or centrality range
explore the possibility of a single evolving peak structure.
therefore used the simpler superposition model.

The distributions inFig. 2 were fitted with a five-paramete
model function consisting of a 2D exponential function pea
on bothη� andφ� and a 1D Gaussian onη�, constant onφ�

(the latter motivated by thep–p limiting case[14,18]) plus a
constant offset, all defined relative to quantityr̂ − 1 as

F = A0 + A1 exp

{
−

[(
φ�

σφ�

)2

+
(

η�

ση�

)2]1/2}

(2)+ A2 exp

{
−

(
η�

1.5
√

2

)2}
.

F interpolates between the 1D Gaussian peak observed inp–p

and the 2D exponential peak observed in central Au–Au c
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o
lly
Fig. 3. Projections of 2D CD autocorrelations̄N(r̂ − 1) in Fig. 2 onto individual difference variablesη� (solid dots) andφ� (open triangles) for central (a) t
peripheral (d) collisions. Solid (dashed) curves represent projections of 2D analytical model fits to data onη� (φ�). The 2D negative peaks are substantia
reduced in amplitude after projecting onto 1D.

Fig. 4. Left panel: efficiency corrected correlation amplitudes for 2D exponential (dots) and 1D Gaussian (triangles) components fromTable 1for negative peaks in
Fig. 2are plotted on mean path lengthν (see footnote2). Right panel: fitted widthsση� (dots) and tan−1 σφ�

(triangles) are plotted onν. Plotting variable tan−1

permits the divergentp–p σφ�
value to be included. Hatched regions andν = 1 data points summarizep–p limiting values. Curves guide the eye.
ea

enc

the

fits
sions. Correlations between amplitudesA1 andA2 were neg-
ligible because of the distinct one- and two-dimensional p
shapes. Parametersσφ� andση� are the r.m.s. widths of the 2D
exponential peak when projected onto the respective differ
variables.

Best-fit values for varied parameters andχ2/DoF for the
four centralities are listed inTable 1. The width of the 1D
Gaussian, most evident near|φ�| ∼ π in Fig. 2(d), was best
determined by those peripheral data to be 1.5 ± 0.25 and was
held fixed at that value for the other centralities to obtain
k

e

amplitude estimates. The observed peripheral Au–Auφ� width
is definitely larger than the corresponding width forp–p colli-
sions. Also included is tracking efficiency-correction factorS̃.5

Total systematic error for efficiency-corrected amplitudes inTa-
ble 1 was 11% (errors added in quadrature). The model

5 Extrapolation factors̃S for N̄(r̂ − 1) provide corrections to amplitudesA0,
A1 andA2 for background contamination and tracking inefficiency[13]. Sys-
tematic error inS̃ was estimated to be±8%.
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Table 1
Parameters and fitting errors (only) for model fits (Eq.(2)) to joint autocor-
relation data inFig. 2 for centrality bins (a)–(d) (central–peripheral). To
systematic error for tracking efficiency-corrected amplitudes is 11% (see
note5)

Centrality (d) (c) (b) (a) Errora (%)

S̃ (see footnote5) 1.19 1.22 1.25 1.27 8 (syst.)
N̄ 115.5 424.9 789.3 983.0
S̃N̄A0 0.98 0.80 0.91 0.79 11–12
S̃N̄A1 −4.1 −6.8 −7.7 −7.7 6–4
σφ�

0.94 0.75 0.72 0.72 11–5
ση� 0.66 0.59 0.58 0.58 10–5

S̃N̄A2 −0.51 −0.11 −0.15 −0.021 0.17–0.19b

χ2/DoF 380
315

315
315

314
315

329
315

a Range of fitting errors in percent, from peripheral to central.
b Magnitude of fitting errors.

indicate that with increasing centrality the 2D exponential p
exhibits (1) strong amplitude increase, (2) significant width
duction and (3) approach to approximately equal widths onφ�

and η� for central collisions (cf.Fig. 3; e.g., at mid-rapidity
ση� = 0.6 corresponds to polar angle difference 0.57, which is
directly comparable toσφ� ).

7. Discussion

This analysis demonstrates for the first time that cha
dependent angular correlations for central Au–Au collisi
differ dramatically from those forp–p collisions. CD angular
correlations forp–p collisions are dominated by a 1D negati
Gaussian peak onη� with ση� � 1 [14,18], conventionally as-
sociated with longitudinal charge ordering onz during string
fragmentation[7], plus a 2D Gaussian peak associated w
quantum correlations. For the most peripheral Au–Au centra
(d) in this analysis we observe CD correlation structure in
mediate betweenp–p and central Au–Au collisions, consiste
with the fact that collision events in centrality class (d) for th
130 GeV data are not very peripheral: they contain about
particles in the STAR acceptance (seeTable 1). In central Au–
Au collisions the 1D Gaussian peak is no longer detecta
Instead, a large-amplitude 2D negative exponential peak d
inates the correlation structure, with similar widths onη� and
φ� much reduced from those measured inp–p collisions.

Variations of peak amplitudes and widths with Au–Au ce
trality are shown inFig. 4, along with p–p limiting cases
(cross-hatched bands) from STARp–p data at 200 GeV[18],
consistent with ISRp–p data at 52.5 GeV[14]. Thep–p data
points in Fig. 4 (values atν = 1) indicate the amplitude an
r.m.s. width of the 1D Gaussian onη�, the uniformity of that
correlation onφ� (σφ� 	 1) and the absence of a 2D e
ponential on(η�,φ�) in the fit residuals, represented by t
solid dot in the left panel atν = 1. Comparison of the low-pt

(0.15� pt � 0.5 GeV/c) p–p results with the present Au–A
results is qualitative but reasonable given the similarity in sh
of the Au–Au CD correlations for 0.15� pt � 0.5 (discussed
below) to those inFig. 2.

The collision centrality is represented by mean particip
path lengthν (see footnote2), defined as the average number
t-

k
-

-

y
-

0

.
-

e

t

nucleons encountered by a participant nucleon. That centr
measure is desirable because it permits comparisons withp–A

collisions, initial-state scattering should follow a trend linea
ν andν also provides an estimate (proportionality) of final-st
pathlength.

We adopt the strategy of plotting tan−1(σφ�) rather thanσφ�

so as to include thep–p ‘infinite azimuth width’ on the same
plot, since that distribution is approximately uniform onφ. In-
terpolations among the measured Au–Au points are sket
by the solid and dash-dot curves.Extrapolationsto correspond-
ing p–p values are sketched by the dashed and dotted cu
The extrapolations containsubstantial uncertaintiesin relating
p–p to mid-peripheral Au–Au results.Efficiency-correctedper-
particle correlation amplitudes̃SN̄A for central Au–Au colli-
sions exceed in magnitude those forp–p collisionsby a factor
10. The dramatic shape and amplitude changes strongly co
dict ap–p linear superposition hypothesis (see footnote4) for
all but the most peripheral Au–Au collisions.

These results for net-charge angular correlations sugges
CD correlations in Au–Au collisions, as inp–p collisions,
derive from configuration-space charge ordering as a co
quence of local charge conservation during hadronization
the hadronization geometry changes from 1D (η) in p–p colli-
sions toat least2D (η,φ) in central Au–Au collisions, leading
to an approach to angular symmetry on(η�,φ�). Transverse
charge ordering (onpt ) is also possible but is studied in a se
arate analysis. Hadronic rescattering inA–A collisions could
reduce the CD correlation amplitude at largeφ� but would also
reduce the width onη� and therefore cannot be solely respo
sible for the nearly symmetric peak shape in central Au–
collisions. In Fig. 4 the contribution from 1D charge orde
ing (Gaussian peak onη�) is already substantially reduced f
centrality (d) (ν ∼ 2.5) in favor of the symmetric compone
(exponential peak).

A hadron-opaque medium in more central collisions m
contribute to the newly-observedexponentialpeak shape. An
exponential distribution on pair opening angle (radius
(η,φ)) is consistent with: (1) correlations detected only
both members of a correlated pair are not significantly s
tered, (2) scattering probability determined by a mean free p
(3) mean path length in the medium increasing monotonic
with pair opening angle. That rescattering picture assumes
CD correlations do not result from hadronization outside
medium. Contributions from charge ordering in jet fragm
tation were studied by splitting central Au–Au data atpt =
0.5 GeV/c, below which jet fragments should be negligib
Negative peak structures as inFig. 2were observed to domina
both subsamples, although the amplitudes were not identic

HIJING [5] and RQMD [9,10] charge-dependent angul
correlations qualitatively disagree with data.HIJING charge-
dependent correlations are determined by the Lund mode[7]
via PYTHIA [19], and are consequently consistent withp–p 1D
string fragmentation for allA–A centralities: a 1D Gaussia
on η� with amplitude about 10% of the exponential pe
in Fig. 2(a). RQMD, representing mainly resonance dec
and hadronic rescattering, exhibits a broad 2D Gaussia
(η�,φ�), with amplitude also about 10% of the exponen
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peak in the data for central collisions. Large-scale correlat
as inFig. 1observed for USandLS pairs in data are consiste
with local charge ordering butinconsistentwith CD correla-
tions from decays of hadronic resonances such as theρ0, which
affect only the US pair type. That observation further arg
against a resonance-gas scenario.

Measurements of net-charge fluctuations have been a
cated as a probe of heavy-ion collisions. Predictions of dram
suppression of net-charge fluctuations in the case of QGP
mation based on entropy arguments[8] refer by implication to
an integral of net-charge angular correlations over a dete
acceptance. Phenix observed net-charge fluctuations in Au
at 130 GeV[20] slightly reduced from ‘stochastic behavio
and independent of collision centrality. The data were con
tent with RQMD representing a resonance gas. STAR obse
net-charge fluctuations in Au–Au at 200 GeV[21] intermedi-
ate between what is expected from canonical suppression
partial acceptance and a resonance gas, again with little o
centrality dependence. Those conclusions are in sharp con
to what we observe in the present analysis.

It is important to note that net-charge fluctuations withi
given detector acceptance integrate CD joint autocorrelat
such as those presented in this Letter (within a constant of
over that acceptance, as described in[15]. As integral quanti-
ties, fluctuation measurements are insensitive to thedifferen-
tial structure of angular correlations. In the present analy
we observe dramatic changes in differential structure (10-
amplitude increase, nearly two-fold width reduction) while c
responding peak integrals exhibit only modest change with
lision centrality (integrals of observed CD peaks using p
parameters inTable 1increase linearly in magnitude onν by
about 20%). We suggest that the theoretical connection
tween net-charge fluctuation suppression and QGP forma
currently based only on large-scale integral measures, sh
be re-examined in the more differential context of CD autoc
relation structure.

8. Summary

In summary, we have measured charge-dependent an
correlations on pseudorapidity and azimuth difference varia
(η1 − η2) and (φ1 − φ2) for Au–Au collisions at

√
sNN =

130 GeV. The data are consistent withlocal charge con-
servation or canonical suppression of net-charge fluctuat
evolving from 1D (alongη) color-string fragmentation inp–p

collisions to exponentially-attenuated (on opening angle)
charge-ordered emission from a hadron-opaque medium in
tral Au–Au collisions. The transition from 1D to 2D correl
tion structure occurs rapidly with increasing collision centr
ity. These results are qualitatively inconsistent with predicti
from standard Monte Carlo collision models typically appl
to single-particle differential distributions and integrated yie
s
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from relativistic heavy-ion collisions. Charge-dependent an
lar autocorrelations provide uniquedifferential access to the
changing geometry of hadronization and hadronic rescatte
as the energy density and spatial extent ofA–A collisions vary
with centrality.
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