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The paper presents a fully-implicit and stable finite element and finite volume scheme 
for the simulation of freely moving particles in a fluid. The developed method is based 
on the Petrov-Galerkin formulation of a vertex-centered finite volume method (PG-
FVM) on unstructured grids. Appropriate extension of the ansatz and test spaces lead 
to a formulation comparable to a fictitious domain formulation. The purpose of this 
work is to introduce a new concept of numerical modeling reducing the mathematical 
overhead which many other methods require. It exploits the identification of the PG-
FVM with a corresponding finite element bilinear form. The surface integrals of the finite 
volume scheme enable a natural incorporation of the interface forces purely based on 
the original bilinear operator for the fluid. As a result, there is no need to expand the 
system of equations to a saddle-point problem. Like for fictitious domain methods the 
extended scheme treats the particles as rigid parts of the fluid. The distinguishing feature 
compared to most existing fictitious domain methods is that there is no need for an 
additional Lagrange multiplier or other artificial external forces for the fluid-solid coupling. 
Consequently, only one single solve for the derived linear system for the fluid together 
with the particles is necessary and the proposed method does not require any fractional 
time stepping scheme to balance the interaction forces between fluid and particles. For 
the linear Stokes problem we will prove the stability of both schemes. Moreover, for 
the stationary case the conservation of mass and momentum is not violated by the 
extended scheme, i.e. conservativity is accomplished within the range of the underlying, 
unconstrained discretization scheme. The scheme is applicable for problems in two and 
three dimensions.
© 2019 The Authors. Published by Elsevier Inc. This is an open access article under the CC 

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Many applications in engineering technology need to deal with the problem of describing the dynamics of many rigid 
particles within a fluid. In recent years problems from the field of biology and neuroscience account for the need of resolving 
single entities within cells. Surrounded by the highly viscous cytosol they displace a noticeable mass of fluid and far-field 
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interaction via the fluid is a relevant mechanism within the biological system. So called direct numerical simulation (DNS) is 
necessary to account for those effects.

Solving particulate fluid dynamics with DNS is a non-trivial task, because the particles move in time with the flow. DNS 
methods can be classified by two different approaches with respect to the handling of the grid: the class of boundary-fitted 
(moving grid) methods and non-boundary-fitted (fixed grid) methods. The first class, often denoted as Arbitrary Lagrangian-
Eulerian (ALE) methods, employs conforming discretizations of the Navier-Stokes equations by remeshing the fluid domain 
and projecting the flow fields on the updated mesh at every time step. In case of large displacements, the remeshing of 
the grid is computationally very expensive. Moreover you need to deal with badly conditioned grids. We shall mention 
the contributions of Johnson and Tezduyar [20] and Hu and co-workers [18], [11], [12]. In the context of so called front-
tracking methods, where the interface mesh is reconstructed at each time step, we want to mention the work of Unverdi 
and Tryggvason [41].

Fixed-grid methods eliminate the need for remeshing the domain by computing the solution on the original Eulerian 
grid. This class of methods shares the methodology that the spatial discretization of the fluid and solid belong to the same 
grid whose points do not conform with the interface. They are mainly differing in the strategy how to add the body force 
into the discrete equations. There are many different classes and categorizations of fixed-grid methods. We shall distinguish 
between the class of Distributed Lagrange Multiplier/Fictitious Domain (DLM/FDM) and the class of Immersed Boundary 
(IBM) methods.

In the DLM/FD method described by Glowinski et al. [14,15] the body force is introduced by extension of the fluid 
into the domain occupied by the particle. The forcing terms are therefore derived from the operator of the Navier-Stokes 
equations. This leads to a Lagrange multiplier field (LM) in the particle domain. The introduction of additional constraining 
equations for the LM leads to a doubling of degrees of freedom in the extended domain and a saddle-point problem needs 
to be solved. In order to avoid the solution of the saddle-point problem, Patankar and co-workers derived non-Lagrange 
multiplier versions of the original DLM/FD, [28], [27], [35]. The additional equations for the LM are replaced by a projection 
step, such that the total linear and angular momenta in the individual particle domain should be conserved [27]. Similar 
approaches are pursued by Veeramani et al. [42], Apte et al. [2], Blasco et al. [5]. Another non-Lagrange multiplier method 
was developed by Yu and Shao [52], in which an explicit expression for the particle velocities is derived by means of 
the primitive governing equations (Newton-Euler) for the motion of a particle. A further non-LM approach is the subspace 
projection method by Prignitz and Bänsch [31]. The discrete scheme possesses similarities to the one derived in this work. 
The DLM/FD of Wachs [44] relies on the original FD of Glowinski et al. [14] applying the weak formulation of the boundary 
condition and denotes the resulting saddle-point problem combined momentum equations. In the context of fictitious domain 
approaches we shall mention the fictitious boundary (FBM) method introduced by [48], where the stresses on the fluid-solid 
interface are integrated on a fictitious boundary.

Most fictitious domain methods introduce the body force in the whole domain of the particle and compute them implic-
itly (weak forcing) by means of a weak formulation. In contrast, the class of IBM employs explicit expressions for the body 
force (direct forcing). A good overview is given in [23]. The immersed boundary is represented by Lagrangian points on the 
interface and the body force is computed explicitly from the boundary condition which is defined at the Lagrangian points. 
By properly chosen discretized delta functions (DDF) the solution between the Eulerian and Lagrangian grid is linked. This 
approach was first described by Peskin [29] for Cartesian grids and a review can be found in [30]. The suitable design of the 
DDF is crucial for the stability and efficiency of the method. So called regularized DDF provide a stabilized scheme and lead 
to a smoothing of the interface. In the finite difference approach of Fadlun et al. [10] the boundary conditions are interpo-
lated exactly. The well known drawback of such approaches aiming at a sharp interface implementation are discontinuities 
in the momentum forcing as the interface moves in time and space. Spurious oscillations of the forces are observed in 
many immersed boundary methods when the interface moves across the grid, [50]. The sharp-interface approach of Krause 
and Kummer [21] applies a hierarchical moment fitting strategy in combination with an extended discontinuous Galerkin 
discretization to overcome this problem. In [16] a sharp interface method is validated with respect to the numerical errors 
due to spurious pressure oscillations near the moving interface. The combination of conservation of mass and representation 
of a sharp interface was met by many following IBM. Uhlmann [39] and Uhlmann and Dušek [40] proposed a combination 
of direct forcing strategy and suitable DDF to smoothly transfer information between Eulerian and Lagrangian positions. 
Tschisgale et al. [38], Breugem [6] and Yang and Stern [50] derived similar approaches in order to suppress the oscillations 
due to the fixed grid.

A related source of numerical instability and spurious oscillations is the employment of a partitioned procedure for the 
numerical solution of the global formulation. In a partitioned approach, so called explicit coupling or weak coupling, the fluid 
and solid problems are solved separately. Iteration within each time step can eliminate numerical instabilities and provides a 
strong coupling strategy. Since most immersed boundary methods and also the referred fictitious domain methods decouple 
the solving procedure they need to implement a stable fractional time stepping scheme. In the partitioned approach of 
Burman and Fernandez [7] an additional interface time penalization term is introduced which acts to stabilize the pressure. 
Non-iterative immersed boundary methods were proposed by Tschisgale et al. [38] who derives a semi-implicit fluid-solid 
coupling scheme and also by Yang and Stern [50].

We finally want to mention the class of phase-field or diffuse-interface methods, cf. [33], [9], [36], [37], which are usually 
applied to evolving interfaces with surfactants, see also [1] for a review. In a diffuse-interface model the diffusion-advection 
equation for the interface is solved on a layer of finite thickness which contains the interface. The definition of so called 
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surface delta functions δ� lead to a smoothed formulation for the interface forces comparable to those employed by the 
immersed boundary approaches of Uhlmann [39], Uhlmann and Dušek [40] or Tschisgale et al. [38].

The proposed method is comparable to a fictitious domain approach which extends the equations for the fluid on the 
domain occupied by the particle. It shall be applied to biological systems where only a few particles are interacting and a 
good approximation of the interaction is important. The central aim of this work is to introduce a new modeling approach 
which derives a system of equations based on the original operators without introducing additional mathematical overhead. 
This finally enables the development of a monolithic scheme which is easy to implement and solvable without operator 
splitting. Therefore, our focus will not be high efficiency for many-particle systems. Moreover, the manuscript is only the first 
step of a comprehensive novel approach to fluid-particle interaction. Topics like computational efficiency and parallelization
will not be content of this paper.

We will also contrast our modeling approach with the DLM/FD of Glowinski et al. ([14], [15]) or Patankar et al. ([28], 
[27], [35]). The crucial ingredient of our approach is a Petrov-Galerkin formulation of a vertex-centered finite volume method 
(PG-FVM) and the exploitation of its well known identification with the linear finite element method. The according asym-
metric bilinear form of the PG-FVM provides discrete spaces for the functions of the ansatz and the test space. We will 
derive the fluid-solid-coupling forces directly from the weak formulation by extending both, ansatz and test spaces. The 
distinguishing feature in comparison with the described DLM/FD of Glowinski et al. ([14], [15]) or Patankar et al. ([28], 
[27], [35]) is the inclusion of the rigid-body-motion (RBM) constraint directly into the definition of the extended spaces. 
No introduction of additional Lagrange multiplier is necessary which yields a system without saddle-point structure. Due 
to the surface integration provided by the finite volume formulation, the extended system naturally inherits the governing 
equations for the motion of a particle. As a consequence, the particle domain in our approach is not a fictitious domain. The 
additional functions for the extension of the spaces can rather be interpreted as certain DDF with degrees of freedom near 
the immersed interface which puts our approach near to an IBM. The resulting formulation is a fully-implicit immersed 
boundary scheme whose fluid and particle parts of the solution can be solved all together within one single step. For sta-
tionary problems the conservation of mass and momentum is inherited from the according conservative properties of the 
scheme for the bulk equations.

Finally, by identification with an analogous finite element scheme the following three derivations can be made: First, 
we can easily write down a finite element scheme for the DNS of particulate flow. Second, for the stationary, linear Stokes 
equations, stability can be proven for both schemes by application of standard finite element theory. And third, the resulting 
finite element scheme can be interpreted as diffuse-interface scheme with thickened interface and the extended finite 
element space can be interpreted as suitable DDF.

Due to the unfitted treatment of the interface spurious oscillations in the pressure are observed. To cope with those, we 
need a special treatment of the interface, which will be the topic of a separate publication.

The outline of this paper is as follows: After introducing the general continuous formulation of the model problem in 
Section 2, the discrete scheme for any presumed finite volume method will be derived in Section 3. Section 4 presents the 
particular example of a vertex-centered finite volume scheme. Based on that, a finite element method for particulate flow is 
presented at the end of Section 4. In Section 5 the stability and approximation properties for the linear Stokes problem will 
be proven. Finally, Section 6 presents numerical results.

2. Mathematical formulation

2.1. Governing equations

Let � ⊂ Rd , with d = 2, 3, be a polyhedral domain. For simplification of the notation we will take only one particle 
P ⊂ � into consideration and presume it to have a spherical shape. All derivations can be applied to each further particle. 
The domain occupied by the fluid will be denoted by � f := � \ P , see Fig. 1. We assume an incompressible and Newtonian 
fluid and therefore the equations that govern the motion are the Navier-Stokes equations in � f :

ρ f (
∂

∂t
u + u · ∇u) = ∇ · σ + g in � f , (1)

∇ · u = 0 in � f , (2)

u = U + ω × r(�x) on ∂ P , (3)

with stress tensor σ := −p I + μ f (∇u + ∇uT ), viscosity μ f and density ρ f of the fluid. We will presume constant fluid 
density. As already anticipated by the notation the volume force g will only be exerted by gravitation in all considered 
problems.

The particles arise as a boundary condition (3) in the equations of the fluid. Since their motion is assumed to be rigid, 
their velocity is composed accordingly by a translational component U ∈ Rd and angular component ω ∈ Rd . The motion 
can be described by the Newton-Euler equations and therefore U and ω obey the relation

M P
d

U = FH + M P g, I P
d

ω = TH, (4)

dt dt
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Fig. 1. Computational domain for the particulate flow problem comprising one embedded particle P .

with FH and TH being the hydrodynamic force and torque

FH =
∫
∂ P

σ (�x)n ds, TH =
∫
∂ P

r(�x) × σ (�x)n ds, (5)

acting on the center of mass of the particle.

Remark 1 (Full stress tensor). It should be emphasized that the viscous terms in (4) and (5) depend on the complete stresses. 
As a consequence, the viscous dissipation in (1) for the fluid in the proximity of a particle equally needs to be modeled by 
the complete stress tensor rather than by the more common term ∇u, see also [14].

This paper is dedicated to developing a finite element and finite volume method for the simulation of particulate flow. 
For the latter case, we want to reconsider the underlying balance laws for fluid motion from which (1) and (2) are derived. 
Let Bh := {Bi}N

i=1 be a partition of the fluid domain � f . A finite volume method for an incompressible fluid is required to 
satisfy the two balance laws∫

Bi

d

dt
ρ u dx =

∫
∂ Bi

σ n ds +
∫
Bi

g dx, (6)

∫
∂ Bi

u · n ds = 0, (7)

for the momentum and mass on each so called control volume Bi ⊂ Bh . Replacement of the total derivative d
dt in (6) by the 

partial derivative in time δ
δt and the convective derivative u · ∇ yields the non-linear term arising in the usual form of the 

Navier-Stokes equations. In order to avoid unmanageably long expressions we will keep utilizing the total derivative also for 
the formulation of the bilinear forms derived in the following section.

2.2. Two different bilinear forms describing the motion of a fluid

With the function space of piecewise constants on each Bi ∈ Bh defined as

Qh := {v(�x) ∈ L2(�) : v(�x)|Bi = const, Bi ∈ Bh }
and Vh := [Qh]d a virtual second argument can be introduced into the integrals in (6) and (7). The bilinear forms aFV(u, v) :
H1

0(�) ×Vh →R and bFV(v, p) : Vh × L2
0(�) →R for velocity and pressure can therefore be derived directly from the balance 

equations as

aFV(u,v) :=
N∑

i=1

(
ρ

∫
Bi

d

dt
u · v dx −

∫
∂ Bi

μ(∇u + ∇uT )n · v ds
)
, (8)

bFV(v, p) :=
N∑

i=1

∫
∂ Bi

p n · v ds, (9)

with the usual Lebesgue and Sobolev spaces L2
0(�) and H1

0(�). Since the ansatz space H1
0(�) differs from the test space 

Vh , a finite volume method is often interpreted as a Petrov-Galerkin method based on an appropriate bilinear form. We 
introduce the notation bFV(u, q) : H1

0(�) × Qh → R for the according bilinear form of equation (7) since it comprises the 
same operation as the bilinear form bFV(·, ·), but maps the space H1(�) ×Qh onto R. The collection of the linear functionals 
0
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in (6), (7) gets transformed into bilinear forms and the corresponding finite volume method reads: Find u ∈ H1
0(�), p ∈

L2
0(�) s.t.

aFV(u,v) + bFV(v, p) = (g,v) ∀ v ∈ Vh, (10)

bFV(u,q) = 0 ∀ q ∈ Qh, (11)

with the L2-scalar product

(g,v) :=
∫
�

g · v dx.

For the derivation of a FEM for particulate flow we will define the according operators of a finite element method. In 
contrast to a FVM the bilinear forms are derived from the weak formulation of the system of PDE (1) - (3). Applying 
partial integration to the related variational formulation we get the well known operators aFE : H1

0(�) × H1
0(�) → R and 

bFE : L2
0(�) × H1

0(�) →R defined as

aFE(u,v) := ρ

∫
�

d

dt
u · v dx +

∫
�

2μD[u] : D[v] dx, (12)

bFE(v, p) := −
∫
�

p ∇ · v dx, (13)

with the rate-of-strain tensor D[u] := 0.5 (∇u + ∇uT ). Due to Remark 1 the weak formulation involves D[u] : D[v] instead of 
the more usual term ∇u : ∇v. The corresponding weak formulation of (1) - (3) reads: Find u ∈ H1

0(�), p ∈ L2
0(�) s.t.

aFE(u,v) + bFE(v, p) = (g,v) ∀ v ∈ H1
0(�), (14)

bFE(u,q) = 0 ∀ q ∈ L2
0(�). (15)

Remark 2. The bilinear form aFV(·, ·) can be derived with more mathematical rigor from a so called generalized variational 
form, which is described for example in [4] for the convection-diffusion equation. That enables the theoretical analysis 
of convergence properties of a finite volume solution. For the purposes of this paper we abandon that approach via a 
variational formulation. Instead, we simply argue that the given integral equations (6) and (7) can be written as a bilinear 
form. At the end of that section we will see how we can profit from the introduction of a second argument for the derivation 
of a stable scheme.

2.3. Extension of the spaces: introducing a rotational test space

We can describe the common ansatz space for the fluid and the particle on � := � f ∪ P by

URBM := {(u, U, ω) : u ∈ H1
0(�),

u(�x)|P = U + ω × r(�x), U, ω ∈ Rd,

r(�x) := �x − �xc}
with center of mass �xc of P . With characteristic function χP (�x)|P ≡ 1, χP (�x) = 0 else, and the radial vector r(�x) := �x − �xc

the distinguished spaces

U f := H1
0(� f ), U lin := {UχP (�x), U ∈Rd}, U rot := {[ω × r(�x) ]χP (�x), ω ∈Rd}

provide the representation of URBM as the combined space

URBM = U f + U lin + U rot.

The set of vectors {ek}d
k=1 and {ek × r(�x)}d

k=1 form a basis of U lin and U rot, respectively.
For a rigid body no pressure field can be reasonably defined in P . Moreover, pressure inside P is not relevant for the 

dynamics of the coupled system. We therefore define the ansatz space for the pressure only on the domain � f as

PRBM = L2
0(� f ) := {p ∈ L2(� f ) :

∫
�

p dx = 0}. (16)
f
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We want to emphasize that many discretizations for particulate flow employing a fictitious domain approach like [14], [27], 
[35], [2], [5] compute a fictitious pressure field within the particle. For the method developed in this work no pressure will 
be computed in P .

With regard to the next remark it should be emphasized that the equations for a homogeneous fluid usually do not 
contain the conservation of angular momentum. First of all, due to the symmetry of the stress tensor σ the conservation of 
angular momentum already follows from the conservation of linear momentum. Furthermore, in the limit of a continuous 
fluid a single point cannot possess a rotational component. In case of a particle with finite size, however, it can also rotate. 
This gets reflected in the supply of degrees of freedom, as stated in the following remark:

Remark 3 (Independent rotational component). The vectors {ek, ek × r(�x)}d
k=1 are pointwise dependent, i.e. for each �x ∈ P the 

vectors {ek, ek × r(�x)}d
k=1 are linearly dependent. In contrast, the vectors {ek, ek × r(�x)}d

k=1 are locally independent, i.e. for 
each open domain M ⊂ P and u1(�x) := U1 + ω1 × r(�x), u2(�x) := U2 + ω2 × r(�x), �x ∈ M and U1, U2, ω1, ω2 ∈Rd it is:

u1(�x) = u2(�x) for all �x ∈ M ⇐⇒ U1 = U2 and ω1 = ω2. (17)

Proof. The pointwise dependence is clear. Equally the conclusion ’⇐=’ in (17) directly follows. Let us assume u1(�x) = u2(�x)
and ω1 = ω2. We define U := U1 − U2, ω := ω1 −ω2 and u(�x) := u1(�x) − u2(�x) = U +ω × r(�x). Because of u1(�x) = u2(�x) it is

U = −ω × r(�x) for all �x ∈ M. (18)

Subtracting equation (18) for two different �x1, �x2 ∈ M gives ω × [r(�x1) − r(�x2)] = 0 and since r(�x1) = r(�x2) it follows ω = 0
or ω = λ [r(�x1) −r(�x2)] with λ = 0. Since by construction the vectors ω1 and ω2 point in orthogonal direction to the rotating 
plane described by r(�x1) and r(�x2), the latter case can be excluded. �

According to Remark 3 the product space URBM even forms a direct sum, i.e.

URBM = U f ⊕ U lin ⊕ U rot. (19)

Remark 4 (Regularity). We want to emphasize that the independence of the spaces U f , U lin and U rot is a necessary condition 
for the regularity of a discrete scheme, since that will be derived from the direct sum of the discrete basis of each space.

In analogy to the definition of the ansatz space URBM we can enrich the test spaces of the two bilinear forms defined in 
Section 2.2 with the same reservoir of degrees of freedom. For this purpose, let B f

h be a partition of � f . Then Bh := {B f
h ∪ P }

forms a partition of � and Q f
h , V f

h can be defined in analogy to Qh and Vh with respect to � f . Setting V lin := U lin and 
V rot := U rot the test space for the operator aFV(·, ·) reads

VRBM := V f
h ⊕ V lin ⊕ V rot.

In accordance to the definition of the ansatz space for the pressure in (16) we define the test space by QRBM :=Q f
h equally 

excluding the domain P .
For the bilinear forms aFE(·, ·) and bFE(·, ·) we choose the test spaces symmetrically to the ansatz space as VRBM := URBM

and QRBM :=PRBM.

Remark 5. Since the space QRBM excludes the domain P the mass will not be balanced for the domain P . By means of

∇ · [U + ω × r(�x) ] = r(�x) · (∇ × ω)︸ ︷︷ ︸
=0

+ω · (∇ × r(�x))︸ ︷︷ ︸
=0

= 0

it is

0 =
∫
P

∇ · [U + ω × r(�x) ] dx =
∫
∂ P

[U + ω × r(�x) ] · n ds.

Thus, due to the rigid body motion of P , the conservation of mass within P is automatically satisfied.

For the derivation of the FVM and FEM for particulate flow we define the bilinear forms A(·, ·) := aFV(·, ·) + bFV(·, ·) and 
A(·, ·) := aFE(·, ·) + bFE(·, ·), respectively. On the correspondingly enriched spaces URBM ×PRBM the resulting system for the 
momentum equation finally reads:
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Find u = u f + ulin + urot ∈ URBM and p ∈PRBM s.t.

A(u f , p ;v f ) + A(ulin, p ;v f ) + A(urot, p ;v f ) = (g,v f ) ∀v f ∈ V f
h , (20)

A(u f , p ;vlin) + A(ulin, p ;vlin) + A(urot, p ;vlin) = (g,vlin) ∀vlin ∈ V lin, (21)

A(u f , p ;vrot) + A(ulin, p ;vrot) + A(urot, p ;vrot) = (g,vrot) ∀vrot ∈ V rot. (22)

It should be emphasized that by means of the extension of the ansatz space two additive terms arise in system (20), 
that is A(ulin, p ; v f ) and A(urot, p ; v f ). The extension of the test space results in the two additional systems (21), (22).

2.4. Two bilinear forms on the extended spaces

In the sequel, we will specify equations (21) and (22) for the two bilinear forms of the FVM and FEM. The movement 
of the particle will be described in Lagrangian frame (cf. Section 3.1), i.e. the total derivative will be used for the derivation 
in time. Consequently, the non-linear terms will not arise explicitly in the equations. Starting with the FVM, i.e. A(·, ·) :=
aFV(·, ·) +bFV(·, ·), the additional equations (21), (22) are the original Newton-Euler equations (4) for the motion of a particle:

Lemma 1. Let A(·, ·) := aFV(·, ·) + bFV(·, ·). For u = u f + ulin + urot with ulin := UχP (�x), urot := [ ω × r(�x) ] χP (�x) and test functions 
vlin := VχP (�x) and vrot := [ ζ × r(�x) ] χP (�x) we get the following equivalent expressions:

A(u, p ;vlin) = (g,vlin) ⇐⇒ M P
d

dt
U · V =

∫
∂ P

σ (�x)n · V ds + M P g · V, (23)

A(u, p ;vrot) = (g,vrot) ⇐⇒ I P
d

dt
ω · ζ =

∫
∂ P

r(�x) × σ (�x)n · ζ ds. (24)

Proof. With aFV(·, ·) as in (8) and using a · (b × r) = (r × a) · b with a, b, r ∈Rd we get

A(u, p ;vlin) = ρP
d

dt

∫
P

u(�x) · V dx −
∫
∂ P

σ (�x)n · V ds,

A(u, p ;vrot) = ρP
d

dt

∫
P

r(�x) × u(�x) · ζ dx −
∫
∂ P

r(�x) × σ (�x)n · ζ ds.

Substituting u(�x)|P = U + ω × r(�x) yields

ρP
d

dt

∫
P

[U + ω × r(�x) ] dx = ρP
d

dt

∫
P

U dx + ρP
d

dt

∫
P

ω × r(�x) dx = M P
d

dt
U.

With ω = [r(�x) × u(�x)] / |r(�x)|2 and the special case of a spherical particle we have

ρP
d

dt

∫
P

r(�x) × u(�x) dx = ρP
d

dt

∫
P

ω |r(�x)|2 dx = I P
d

dt
ω.

Finally, we get

(g,vlin) = ρP

∫
P

g · V dx = M P g · V and (g,vrot) = ρP

∫
P

r(�x) × g · ζ dx = 0. �

Regarding Lemma 1, the Newton-Euler equations (4) for a rigid body motion can therefore directly be derived from 
the bilinear form of the finite volume scheme with respect to the extended spaces. We end up with the following system 
(comprising 3 or 6 additional equations for the motion of the particle in 2 or 3 dimensions, respectively):

Find u = u f + U + [ ω × r ] ∈ URBM, s.t.

a(u f ,v f ) + a(U,v f ) + a(ω × r,v f ) = (g,v f ) ∀v f ∈ V f
h , (25)

M P
d

dt
U · V −

∫
∂ P

σ (�x)n · V ds = M P g · V ∀V ∈Rd, (26)

I P
d

dt
ω · ζ −

∫
r(�x) × σ (�x)n · ζ ds = 0 ∀ ζ ∈ Rd. (27)
∂ P
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The essential step of the described approach is the symmetric extension and therefore projection of the test space: Testing 
with the functions of the spaces V lin and V rot is equivalent to generating the two systems (26) and (27) of equations for 
the domain P . The equivalence (24) precisely states that appending a rotational component to the test space leads to the 
equation for the conservation of angular momentum. We want to highlight that finding by the following Corollary:

Corollary 1 (Rotational test space – FV). Testing the bilinear form of the finite volume formulation with the rotational basis leads to 
the equation for the conservation of angular momentum.

With regard to the previous considerations we want to state the following interim conclusions:

Remark 6.

1. The symmetric extension of � f to � by means of URBM and VRBM leads to the system (25)–(27) of equations which 
does not possess the structure of a saddle-point problem. In more detail we can interpret the extensions of the test and 
ansatz spaces as follows:
i. V f

h → VRBM: The extension of the test space V f
h to VRBM generates the additional equations (26), (27) which serve as 

constraining equations. Instead of the common constraining Dirichlet condition of rigid body motion on the interface 
(3), the equations (26), (27) are naturally derived from the original governing equations.

ii. U f → URBM: The extension of the ansatz space U f to URBM generates additive terms to the Navier-Stokes equations 
for the fluid which can physically be interpreted as external forces. In particular, these are no artificial forces, but 
implicitly arise from the additional degrees of freedom assigned to the domain P .

2. Due to Remark 3 (or equivalently (19)) the resulting system (25) - (27) of equations is well posed. The additional 
equations (26) and (27) lead to a consistent and stable closing of the system including the additional degrees of freedom 
U, ω ∈Rd .

3. The operator σ n evaluated on ∂ P comprises the gradient of the velocity field on the interface in normal direction 
pointing into � f . Therefore, the integral not only depends on U and ω but also on u f . Consequently, the resulting 
system is fully coupled.

4. The restriction of the velocity field in P ⊂ � to a rigid body motion corresponds to a projection of the solution. The 
interface condition (3) turns into a conditioned ansatz space. Besides, it does not have the role of a fictitious velocity field.

5. From a physical point of view it seems obvious to add the conservation of the angular momentum to the system 
of equations after adding a rotational component to the solution in P . Lemma 1 states that the angular momentum 
equation is equivalent to the extension of the test space by rotational basis functions. In Section 4 we will see that 
it is even equivalent to the variation with rotational test functions. The essential advantage of that equivalence is the 
possibility to prove stability, existence and unity of the solution.

By extending the test space the constraining equations for the new degrees of freedom of the extended ansatz space 
naturally arise from the original bilinear form. The result is an implicit incorporation of the immersed boundary condition 
(3) into the governing equations (6) and (7). Many discretizations, cf. [14], [39], utilize the original boundary condition 
(3) as conditioning equation. By enforcing that equation weakly via (28) and introducing the corresponding variables λ as 
Lagrange multiplier via (29) the system derived in [14] gets extended by

〈u − [U + ω × r(�x)],μ 〉P = 0, (28)

〈λ,v − [V + ζ × r(�x)] 〉P = 0. (29)

In contrast to our approach the equations (28), (29) can not be naturally derived from the bulk equations. In the case of 
a FEM we want to hypothesize a possible reason, why (28), (29) are utilized in many schemes to model particulate flow: 
Because of the rigidity of P it is ∇u +∇uT |P = 0, i.e. the velocity term of the stresses cancel. Let A(·, ·) := aFE(·, ·) +bFE(·, ·). 
We derive an analogous statement to Lemma 1:

Lemma 2. Let A(·, ·) := aFE(·, ·) + bFE(·, ·). For u = u f + ulin + urot with ulin := UχP (�x), urot := [ ω × r(�x) ] χP (�x) and test functions 
vlin := VχP (�x) and vrot := [ ζ × r(�x) ] χP (�x) we get the following equivalent expressions:

A(u, p ;vlin) = (g,vlin) ⇐⇒ M P
d

dt
U · V = M P g · V, (30)

A(u, p ;vrot) = (g,vrot) ⇐⇒ I P
d

dt
ω · ζ = 0. (31)

Proof. For the time dependent term and the force term the argumentation is equivalent to the one in the proof of Lemma 1. 
Because of ∇u + ∇uT |P = 0 and since pressure does not account for the movement in P the stress term is eliminated. The 
remaining terms are those in (30) and (31). �
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By means of Lemma 2 an analogous result as in Corollary 1 can not be derived for the variational formulation (14), (15). 
We want to oppose the following statement to Corollary 1:

Corollary 2 (Rotational test space – FE). Testing the variational formulation with the rotational basis does not lead to the Newton-Euler 
equations of motion for the particle.

Remark 7 (Artificial saddle-point problem). We want to mention that Glowinski et al. [14], Patankar et al. [28] apply a similar 
approach of extending the spaces. Due to the decoupling between the fluid and particle velocities in (30), (31) an explicit 
forcing strategy is commonly used by adding the Lagrange multiplier terms (28) and (29). The resulting system is often 
called combined momentum equations, cf. [45], [14]. The major drawback is the artificially created saddle-point structure 
by introduction of the LM which is typically solved by splitting the operators of the Navier-Stokes equation and the LM. A 
well defined fractional time stepping scheme needs to be defined in order to retain good approximation properties after the 
splitting.

2.5. Concluding remark

With regard to the Lemmata 1 and 2 we can conclude that the boundary integral formulation of the FVM preserves the 
coupling between fluid and particle degrees of freedom. In contrast, the volume integral formulation of the FEM leads to 
a decoupling. The crucial term causing the different outcome of the extension in (26), (27) compared to (30), (31) is the 
velocity-dependent part of the stress tensor, i.e. ∇u + ∇uT . For the finite volume formulation it reads

aCpl
FV (u,v) :=

∫
∂ P

μ [∇u + ∇uT ]n · v ds. (32)

The corresponding term of the finite element formulation reads

aCpl
FE (u,v) :=

∫
P

μ [∇u + ∇uT ] : ∇v dx. (33)

It should be noted that the gradients [∇u + ∇uT ] n |∂ P in normal direction into the fluid depend on both, the velocity of 
the fluid and of the particle. Consequently the coupling between the degrees of freedom of the fluid and the particle is 
established in case of the boundary integral formulation of the FVM, but was canceled in case of the FEM:

(∇u + ∇uT ) n |∂ P = 0 =⇒ aCpl
FV (u,v) = 0, (34)

(∇u + ∇uT ) |P = 0 =⇒ aCpl
FE (u,v) = 0. (35)

Remark 8. The expression (33) comprising ∇v instead of D[v] facilitates the comparison between aCpl
FV (u, v) and aCpl

FE (u, v). 
We will utilize it for all further considerations. It can be derived from the symmetry of S := ∇u+∇uT applying the following 
transformation for the tensor product:

S : ∇v = tr(S ∇vT ) = tr(ST ∇v) = tr(S ∇v) = S : ∇vT =⇒ S : D[v] = S : ∇v.

3. Numerical formulation

The aim of this section is to describe the general components for the discretization of problem (25) - (27) in time and 
space. This includes the definition of according discrete versions of the extended spaces introduced in Section 2.3. We want 
to emphasize that the described formulation is applicable to two- and three-dimensional space.

3.1. Discretization in time: updating the location of the particle

Most methods which treat the rigid body motion via Lagrange multiplier or other additional external force terms need 
to solve a saddle-point system. Typically an operator splitting approach is applied to solve bulk equations and particle 
equations separately, as in [33], [2], [42] or also [39], [38]. This yields a decoupling of the computation of the fluid solution 
and the solution for the particles. In order to guarantee a numerically stable solving procedure the splitting scheme needs 
to be defined carefully. Special time stepping schemes are applied to assure a good transfer of the interacting forces.

Since our fully-coupled approach implements the interaction forces between particles and the fluid in a strong and stable 
way, all variables of the fluid and the particles can be computed at once. For each time step the complete discrete non-linear 
system is solved applying a suitable Newton iteration scheme. In particular, no operator splitting is necessary.

For the discretization of the time derivative an implicit Euler scheme is applied. It possesses only first order accuracy, 
but can easily be replaced by an appropriate scheme of higher order. Since the particles are modeled in a Lagrangian frame, 
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the new location of the particles and the interface needs to be updated after each time step. A potential problem can arise 
if nodes within a particle will be part of the fluid grid in the next time step. Our scheme does not additionally account for 
that circumstance and simply utilizes the velocity of the rigid body at the according location. Our numerical results show 
that this implementation near the interface is sufficient and did not have negative impact to the global discretization error. 
For higher Reynolds numbers and deformable interfaces this strategy presumably needs to be adapted.

3.2. Discretization in space: discrete extended spaces

For the discretization in space we define suitable discrete function spaces URBM
h ⊂ URBM and VRBM

h ⊂ VRBM. They will be 
based on the standard finite element and finite volume spaces defined on the background mesh of the domain �.

3.2.1. Unconstrained finite element and finite volume spaces
Let Th be a triangulation of � with related grid points Xh := {�xi}N

i=1 and Bh := {Bi}N
i=1 be a dual partition of � for which 

each control volume Bi ⊂ Bh is associated to exactly one grid point �xi ∈ Bi , i.e. satisfying �xi ∈ Bi . (A concrete definition of 
the Bi will be given in Section 4.) By means of some nodal functions ϕi , ϕ∗

i , both satisfying

ϕi(�x j) = ϕ∗
i (�x j) = δi j ∀�xi ∈ Xh

we define the basis 
h := {ϕi | �xi ∈ Xh} and 
∗
h := {ϕ∗

i | �xi ∈ Xh}. For the purpose of generality we keep the particular shape 
of the functions ϕi , ϕ∗

i unspecified. By means of the common characteristic functions

χi(�x)|Bi = 1, χi(�x) = 0, else,

for all Bi ∈ Bh , we can define a bijective mapping � : 
h → �(
h), �(ϕi) := χi of shape functions ϕi onto its related 
characteristic functions χi . We obtain Vh = span(�(
h)d) and define Uh := span(
d

h) and N := dim(
h) = dim(�(
h)). 
Let further Ph = span(
∗

h) be the unconstrained space for the pressure field. By means of the index set I f ⊂ {1, ..., N}
for all vertices belonging to � f we define the discrete subspaces U f

h := span{ϕi ek }d
k=1,i∈I f

of U f and can rewrite V f
h =

span{χi ek }d
k=1,i∈I f

.

3.2.2. Extended finite element and finite volume spaces
For the discrete spaces U lin

h and V lin
h we define the two functions

ϕPh (�x) :=
∑
�xi∈P

ϕi(�x) and χPh (�x) :=
∑
�xi∈P

χBi (�x) (36)

which gives

U lin
h := span{ϕPh ek}d

k=1 and V lin
h := span{χPh ek}d

k=1. (37)

Furthermore, we introduce a piecewise constant approximation for r(�x) by

r(�x) := ri := �xi − xc, for �x ∈ supp(ϕi). (38)

Based on ri and

ϕr
Ph

(�x) :=
∑
�xi∈P

ϕi(�x) ri and χ r
Ph

(�x) :=
∑
�xi∈P

χBi (�x) ri

the according discrete spaces U rot
h and V rot

h are defined by

U rot
h := span{ek × ϕr

Ph
}d

k=1 and V rot
h := span{ek × χ r

Ph
}d

k=1. (39)

Due to (16) we need degrees of freedom on the boundary of the interface. Therefore, we first define the slightly enlarged 
domain

� f ,p := � f ∪ TCut with TCut :=
⋃

T ∩∂ P =∅
T ,

which contains in addition to the vertices in � f all vertices lying on cut elements, i.e. also those lying inside P and close to 
the interface. The discrete spaces for the pressure are finally defined based on χi,p(�x) := χi(�x) and χi,p(�x) = 0 for �x /∈ � f ,p

by

PRBM := span{ϕ∗ | �xi ∈ � f ,p} and QRBM := span{χi,p | �xi ∈ � f ,p}.
h i h
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Fig. 2. Minimal discrete representation Ph of a particle P ⊂ � for the barycenter FVM.

Recall that according to (36) the discrete representation Ph of P with respect to Bh reads

Ph =
⋃
�xi∈P

Bi . (40)

Examples for the discrete particle are depicted in Figs. 2 and 4(a) for the barycenter FVM.

3.3. Transformation of the discrete system

We will only derive the transformations for the operator aFV(·, ·), because the same operations can be applied for the 
adaption of the mass balance and pressure term, respectively. We start with the discrete velocity field u(�x) = ∑N

i=1 uiϕi(�x), 
ϕi(�x) ∈ 
h , ui ∈Rd . Let

A u = f (41)

be the linear system of the unconstrained finite volume method on � without particles. It is A ∈RM×M , with M = d N . We 
will use the sub-matrices

Ai, j := aFV(ϕ j(�x) Id,χi(�x) Id) ∈ Rd×d,

which contain the coupling entries between the vertices �xi , �x j ∈ Xh for all velocity components, with identity matrix Id ∈
Rd×d . Since URBM

h and VRBM
h are derived from the basis 
h and �(
h), it is evident that the related discrete linear system

A∗ u = f∗

can be formulated as some transformation of (41): With regard to (37) the matrix A∗ is generated by summing up rows 
and columns of A. For the sub-matrices containing couplings to the translational component U it follows from (37) that

AU, j = aFV(ϕ j(�x) Id,χPh Id) =
∑

xi∈P∩TCut

Ai, j, �x j ∈ � f , (42)

Ai,U = aFV(ϕPh Id,χi(�x) Id) =
∑

x j∈P∩TCut

Ai, j, �xi ∈ � f . (43)

Remark that only vertices �xi ∈ P ∩ TCut are taken into account for the summation in (42) and (43), because the coupling 
entries with respect to inner nodes cancel out. Therefore, the discrete scheme is consistent with Remark 5 and the property 
(35).

With regard to (39) the transformation relies on the local radial directions ri . We introduce the local rotation matrix
associated to a vector ri as

Ri :=
(−ri[2] 0

ri[1] 0

)
, ri ∈R2 and Ri :=

⎛
⎝ 0 −ri[3] ri[2]

ri[3] 0 −ri[1]
−ri[2] ri[1] 0

⎞
⎠ , ri ∈R3. (44)

Considering Remark 5 and (35) the summation over all inner control volumes with Bi ∩ ∂ P = ∅ needs to cancel for the 
rotational component as well. An appropriate approximation of the discrete integrals yields the desired consistency. For the 
sub-matrices related to the rotational component ω we get

Aω, j = aFV(ϕ j(�x) Id,
∑
xi∈P

χi Ri) =
∑

xi∈P∩TCut

RT
i Ai, j, �x j ∈ � f , (45)

Ai,ω = aFV(
∑
x ∈P

ϕ j R j,χi(�x) Id) =
∑

x ∈P∩T

Ai, j R j, �xi ∈ � f . (46)

j j Cut
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The diagonal entries finally read

AU,U =
∑
i, j

Ai, j, and Aω,ω =
∑
i, j

RT
i Ai, jR j, �xi, �x j ∈ P ∩ TCut.

3.4. Concluding remarks

In analogy to the definition of the continuous spaces the discrete spaces inherit a projection onto the corresponding 
spaces. This has some preferable consequences for the algorithmic implementation and the numerical properties. We shall 
summarize them by means of the following remarks.

Remark 9 (Compability). The projection onto rigid body motion yields a reduced discrete system, i.e.

dim(URBM
h ) ≤ dim(Uh ) and dim(VRBM

h ) ≤ dim(Vh ).

Therefore, no additional degrees of freedom need to be introduced during the assembling process.

Remark 10 (Conformity). Due to (38) the shape functions for the rotational spaces are defined as piecewise constant rotation 
on its support. The resulting shape functions are simply re-weighted shape functions of the original space with special, 
rotational weighting for each coordinate direction. Therefore, U rot

h and V rot
h consist of distinguished linear combinations of 

the Euclidean basis. We can conclude that U lin
h , U rot

h ⊂ Uh and V lin
h , V rot

h ⊂ Vh which finally yields

URBM
h ⊂ Uh and VRBM

h ⊂ Vh. (47)

In particular, the same assembling and solving algorithms can be applied as for the unconstrained problem on the Eulerian 
mesh for the whole domain �. The assembling for the rotational weights can be treated as a post processing, as derived in 
(45), (46).

In Section 5 we will discuss the benefits of the relation (47) for the numerical analysis of the developed scheme.

Remark 11 (Conservativity). The conservation of momentum and mass are locally and globally satisfied as far as they are 
satisfied by the original discrete scheme. It should be emphasized that the discrete velocity field exerts a rigid body motion 
only on the reduced domain T Inner := Ph \ TCut, i.e. u(�x) |TInner = U + ω × r(�x), but not on Ph .

Remark 12 (Rigid particle as rotating finite volumes). Neglecting the rotational component and choosing URBM = U f ⊕ U lin as 
ansatz space and VRBM = V f

h ⊕ V lin as test space the equations (25), (26) correspond to the usual finite volume scheme 
applied to the special partition containing the control volume Ph .

Remark 13 (Discrete regularity). For the discrete spaces (37) and (39) we have to reconsider Remark 3: For a given triangula-
tion Th of � at least two vertices �xi , �x j ∈ P , �xi = �x j , are necessary for the local independence of the related shape functions. 
If only one vertex �xi is contained in P we get R�x ≡ Ri for all �x ∈ Ph .

With regard to the definition in (40) the minimal size of the discrete particle Ph with respect to a triangulation Th
will be the union of the two control volumes related to the inner vertices of the particle P , as depicted in Fig. 2 for the 
barycenter FVM (see Section 4).

We shall summarize the consideration of the last remark in the following corollary:

Corollary 3. A necessary condition for the regularity of the discrete scheme on URBM
h and VRBM

h is the existence of at least two vertices 
�xi , �x j ∈ P , �xi = �x j .

We will show in Section 5 that the condition formulated in Corollary 3 is even sufficient for the regularity and stability 
of the operator aFV(·, ·) on URBM

h × VRBM
h .

4. FVM and FEM for particulate flow

So far, we introduced the general extended discrete spaces URBM
h and VRBM

h with respect to an arbitrary triangulation Th
and any dual mesh Bh of �. In Section 4.1 we will apply that general scheme to the so called barycenter FVM. The imple-
mentation was done within the software framework UG4 [43]. Herein the finite volume discretization for the Navier-Stokes 
equations is based on the stabilized scheme of Reichert and Wittum [32] and Nägele and Wittum [25]. Collocated and equal 
first order spaces for the velocity and pressure are employed and additional stabilization terms are introduced in the mass 
balance equation. For details concerning the implementation within UG4 we shall refer to [24], [25].
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Fig. 3. Mesh and dual mesh of the (a) cell-centered and (b) vertex-centered FVM.

4.1. A stable FVM for particulate flow

We will apply the general approach described in Section 3 to a so called vertex-centered finite volume method using 
barycenter finite volumes. The definition of the dual mesh of � on which the balance laws are stated is a crucial step 
when constructing the FVM. Based on that a FVM can generally be divided into two different categories: Choosing Bh ≡ Th
corresponds to a FVM with unknowns associated to each cell (= control volume) T ∈ Th and is accordingly denoted by 
cell-centered FVM, see Fig. 3(a).

The second category of FVM are so called vertex-centered FVM. The control volumes are constructed around each vertex 
of the given triangulation Th . The most famous dual mesh is the Voronoi diagram based on the special case of a Delaunay 
triangulation Th . The edges of the control volumes intersect the edges of the elements in its midpoint and in orthogonal 
direction. A further example for a dual mesh are the barycenter control volumes. The discrete scheme was first introduced 
by Bank and Rose [3] and Chen [8] as so called box method. For the construction of the dual mesh in two dimensions the 
midpoints of all edges of triangles which share the same vertex are connected with the barycenter of all associated triangles, 
as depicted in Fig. 3(b). All numerical simulations showed in Section 6 were conducted using the barycenter FVM.

With Ph as defined in (40) and the corresponding barycenter control volumes Bi the FV discretization of (21) and (22)
reads

M Ph

d

dt
U −

∫
∂ Ph

σ (�x)n ds = M Ph g, (48)

I Ph

d

dt
ω −

∫
∂ Ph

r(�x) × σ (�x)n ds = 0. (49)

Equations (48), (49) are nothing else but the discretized version of the Newton-Euler equations (4) of a particle. The shape 
of ∂ Ph for the barycenter FVM is depicted in Fig. 4(a).

4.2. Relating FVM and FEM

In Section 2 the FVM was described as a bilinear form by introducing a virtual second argument into the balance equa-
tions. Applying mathematically rigorous arguments a FVM can be derived from a so called generalized variational formulation
of the PDEs (1)–(2). In [4] that was done for the convection-diffusion equation. That close relation between FEM and FVM 
is well known and commonly used to derive theoretical statements for a FVM. For the special choice of a barycenter dual 
mesh and piecewise linear spaces P1(Th) the stiffness matrix of the Laplacian (presuming piecewise constant coefficient 
on each element) is even identical to the corresponding finite element matrix. That was first proven by Bank and Rose 
[3] for the two-dimensional case and later also for arbitrary dimension by Chen [8], Xu and Zou [49] and Hackbusch [17]. 
Similar arguments were applied in [51] for the proof of identical schemes for the linear Stokes equations in order to derive 
corresponding stability and convergence results. We will follow similar arguments in Section 5 to prove the stability of the 
scheme derived in Section 3.

The essential component for the barycenter FVM to be identical to a FEM is the choice of the midpoints of the edges 
for the construction of the barycenter control volumes. We want to formulate that important finding here again for two 
reasons: first, the identification will directly lead to a FEM for particulate flow, see Section 4.3. In particular, the coupling 
forces in (33) will not cancel. And second, the identification will serve us for the theoretical analysis of the described FVM 
for particulate flow in Section 5.

Lemma 3 (P1(Th)-identity of the Laplace operator). Let Th be a triangulation of a polyhedral domain � ⊂Rd and Bh the barycenter 
dual mesh. For u ∈P1(Th), nodal basis functions ϕi ∈P1(Th) and associated Bi ∈ Bh the following local identity is satisfied:
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−
∫

∂ Bi∩T

∇u · n ds =
∫
T

∇u · ∇ϕi dx,

for all T ∈ Th. This gives the global identity

−
∑

i

∫
∂ Bi

∇u · n vi ds =
∫
�

∇u · ∇v dx.

for each v = ∑
i viϕi ∈P1(Th).

By means of Lemma 3 the identity of the coupling terms (32) and (33) of a FVM and FEM, respectively, can directly be 
derived:

Corollary 4. With the assumptions of Lemma 3, u, v ∈ [P1(Th)]d and the bijective mapping � as defined in Section 3.2.1 it is

aCpl
FV (u,�(v) ) = aCpl

FE (u,v). (50)

Due to (50) the coupling term of the finite element scheme does not cancel in the discrete case. This enables us to 
formulate a FEM based on the described extension of the test space, which is fully-coupled and stable without additional 
Lagrange multiplier.

4.3. A non-Lagrange multiplier FEM for particulate flow

By means of Corollary 4 the FE scheme for particulate flow can be derived easily for the symmetrically defined discrete 
spaces URBM

h × PRBM
h . The missing component is an analogue result of Corollary 4 for the pressure term. Application of 

Lemma 3 directly gives

∑
i

∫
∂ Bi∩T

p n · �(v) ds = −
∑

i

∫
�

p ∇ϕi · �(v) dx = −
∫
�

p ∇ · v dx. (51)

We can formulate the following FE discretization of (21) and (22):

M Ph

d

dt
U · V +

∫
P̂h

σ (�x) : ∇(ϕPh V) dx = M Ph g · V, (52)

I Ph

d

dt
ω · ζ +

∫
P̂h

r(�x) × σ (�x) : ∇(ϕPh ζ ) dx = 0. (53)

Depending on the evaluation of the discrete integral over P̂h the integral in (53) will generally differ from the one in (49). 
Furthermore, due to the definition of ϕPh (�x) in (36) it is

P̂h = supp(ϕPh ) = Ph (
(40)=

⋃
�xi∈P

Bi).

But by means of well known identities for the barycenter FVM, cf. [4], we get∫
P̂h

ϕPh dx =
∫
Ph

χPh dx = M Ph .

Therefore, the FEM solves for the unknowns U and ω with respect to the same discrete masses.

4.4. FEM for particulate flow: interface with finite thickness

We recall that in the continuous case the coupling term (33) cancels due to the rigidity constraint. The situation essen-
tially changes when solving the variational problem (12)–(13) for discrete spaces, see (52), (53). In order to investigate that 
observation in more detail we define the relevant subdomains T Inner and TCut, cf. Fig. 4(b). For the discrete space it is

∇u + ∇uT |T = 0, but ∇u + ∇uT |T = 0, (54)
Inner Cut
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Fig. 4. Discrete representations of ∂ P (blue line): (a) as interface ∂ Ph (FVM) and (b) as boundary with finite thickness TCut (FEM).

which finally gives aCpl
FE (u, ϕPh V) = 0. It can be stated more generally, that ∇ϕPh |TInner = 0 is a sufficient condition for the 

first equality in (54). This is always satisfied, if the finite element space {ϕi}N
i=1 forms a partition of unity, i.e.

∑
i

ϕi(�x) ≡ 1 ∀ �x ∈ �. (55)

The resulting finite element scheme can be interpreted as a discretization of a boundary with finite thickness: Let �δ := TCut

be the boundary of finite thickness containing ∂ Ph . We can rewrite the coupling term aCpl
FE (·, ·) as follows:

aCpl
FE (u,ϕPh V) =

∫
�δ

μ [∇u + ∇uT ] : ∇(ϕPh V) dx =: a�δ (u,ϕPh V). (56)

Remark 5 directly yields the relation

∫
�δ

μ [∇u + ∇uT ] : ∇(ϕPh V) dx =
∫

∂ Ph

μ [∇u + ∇uT ] n · V ds. (57)

With interface force f defined as the stresses on the boundary, i.e. f = μ [ ∇u + ∇uT ] n, the FEM can be interpreted as a 
certain diffusive-interface method in the following sense:

Remark 14 (Direct forcing using surface delta functions). The set of cut triangles TCut resembles a layer of mean thickness h, 
which acts as a boundary of finite thickness as depicted in Fig. 4(b). The class of diffusive-interface methods [33], [9], [36], 
[37] similarly treats the interface as domain of finite thickness: so called surface delta functions are introduced in order to 
solve the bulk equation on a layer of thickness ε > 0 containing the interface. That approach simplifies the implementation 
of the boundary forces on a moving interface. In the context of diffusive-interface methods the following requirement for a 
discrete surface delta function δ� is commonly stated:

∫
�

f δ� dx =
∫
�

f ds,

with a prescribed force f on the interface. There are further methods like IBM or direct forcing methods [39], [38] which 
introduce so called discrete delta functions in order to transform the interface integral for the immersed boundary into a 
volume integral.

Regarding (57) an extension by arbitrary basis functions satisfying (55) naturally inherits a diffusive-interface method on 
the according layer TCut. Therefore, the extended spaces can be interpreted as suitably chosen surface delta functions.

With regard to Remark 14 the crucial question will be, how to choose ϕPh appropriately, i.e. such that the boundary 
integral of the related FVM is a good approximation to �. As we will see in the next section (recall also Fig. 4(a)) the 
extension by ϕPh possesses only minor approximation properties and needs to be adapted. The identity to FVM gives a 
good guideline to define the optimal surface delta function. A suitable adaption for the common linear finite element space 
P1(Th) will be derived in a separate work forthcoming paper.
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5. Numerical analysis

For the numerical analysis of the derived schemes (FVM derived in Section 4.1 and FEM derived in Section 4.3) we 
will investigate the stationary linear Stokes equations being a simplified form of the general Navier-Stokes equations which 
describe the flow of a highly viscous fluid. We define the common bilinear forms

a(u,v) :=
∫
�

2μD[u] : D[v] dx, b(p,v) := −
∫
�

p ∇ · v dx

and get the following discrete saddle-point problem: Find u ∈ URBM
h , p ∈PRBM

h s.t.

a(u,v) + b(p,v) = (g,v) ∀ v ∈ URBM
h , (58)

b(q,u) = 0 ∀ q ∈ QRBM
h . (59)

Due to Corollary 4 and (51) the bilinear forms for the corresponding finite volume scheme are identical on the respective 
spaces. Therefore we chose the unified notation a(·, ·) and b(·, ·).

5.1. Stability

For the stability of (58), (59) we need to show coercivity of the operator a(·, ·) and the inf-sup condition for b(·, ·). Our 
approach of modeling via test spaces yields a scheme for particulate flow that comprises solely the original bilinear form. 
Therefore, we need to show its coercivity with respect to the extended spaces URBM

h × PRBM
h . Because of the coercivity of 

the finite element operator a(u, v) on the according continuous spaces, we can immediately state the sought result.

Lemma 4 (Coercivity). For a(·, ·) there holds

a(u,u) ≥ c ‖u‖2
1 for all u ∈ URBM

h ,

with suitable constant c > 0 independent of u and norm ‖ · ‖1 on H1
0(�).

Proof. Application of Korn’s First Inequality, [22], yields∫
�

2μD[u] : D[u] dx ≥ c ‖u‖2
1

for u ∈ H1
0(�) satisfying homogeneous boundary conditions on ∂�. Because of URBM

h ⊂ Uh , see (47), coercivity is satisfied 
on the closed subspace URBM

h of H1
0(�). �

For the derivation of the inf-sup condition for the particulate Stokes problem (58), (59) we assume that the bilinear form 
b(·, ·) satisfies the inf-sup condition on the unconstrained spaces Uh × Ph . This assumption is reasonable for the following 
reason: Finite element schemes often choose lower order spaces for the pressure in order to satisfy the inf-sup condition. 
With regard to the finite volume scheme applied in this paper additional stabilization terms are introduced. Even though an 
inf-sup condition was not derived theoretically so far we can assume stability for this scheme. Therefore, both approaches 
provide a stable discretization scheme on the unconstrained spaces.

We will pursue the following general reasoning: As first consequence, the inf-sup condition is equally satisfied on the 
domain � \ T Inner. We introduce the notations U∗

h and P∗
h for the related unconstrained spaces on � \ T Inner and want to 

mention the following two statements for our conclusion:

(i) The outer boundary of � \ T Inner is composed by ∂� f = ∂� ∪ ∂T Inner and the particulate Stokes problem with respect to 
the extended spaces corresponds to an unconstrained Stokes problem on � \ T Inner but without homogeneous boundary 
conditions on ∂T Inner.

(ii) The following relations hold: URBM
h ⊃ U∗

h and PRBM
h =P∗

h .

By means of (i) and (ii) the inf-sup condition for the extended spaces now immediately follows:

Lemma 5 (Inf-sup condition). For b(·, ·) there holds

inf
p∈PRBM

h \{0}
sup

u∈URBM
h \{0}

b(p,u)

‖u‖URBM
h

‖p‖PRBM
h

≥ inf
p∈P∗

h\{0}
sup

u∈U∗
h\{0}

b(p,u)

‖u‖U∗
h
‖p‖P∗

h

≥ γ > 0,

with suitable constant γ > 0 independent of u and p.



202 S. Höllbacher, G. Wittum / Journal of Computational Physics 393 (2019) 186–213
Fig. 5. Angles βi , β j of the zig-zag shape of ∂ Ph (red line); interface ∂ P (blue line). (For interpretation of the colors in the figure(s), the reader is referred 
to the web version of this article.)

The Lemmata 4 and 5 imply that the particulate Stokes problem (58), (59) derived from a stable discretization scheme 
has a unique solution.

Remark 15. With regard to Remark 14 we can argue that the straightforward proofs for coercivity and inf-sup stability are 
due to a suitable choice of an according surface delta function. In particular, it satisfies ϕPh ei ⊂ Uh . It should be emphasized 
that most methods introduce artificial forcing terms to the discretized momentum equation. In case of common diffusive-
interface methods or direct forcing strategies [39] the introduced delta functions in general do not satisfy δ�ei ⊂ Uh . The 
fictitious domain method of [14] introduces new variables as Lagrange multiplier. In that case, the crucial condition for a 
stable system is an additional inf-sup condition for the system including the LM equations. Constructing a suitable LM space 
is not easy. Therefore, proving the stability of the system is not straightforward and has not been done so far.

5.2. Error analysis

The discretization employs the standard shape functions in space on the Eulerian grid Th . Therefore, the degrees of 
freedom are located in the original vertices and the derived scheme does not sharply account for the interface. This is 
equivalent to a certain smearing of the forces being exerted by the real interface which leads to a lack of consistency: Due 
to the definition of the discrete spaces on the extended domain the interface forces are computed on the discrete boundary 
∂ Ph = ∂ P , see Fig. 4(a). We state the following properties of the relevant quantities:

Lemma 6. For the discrete representation Ph in (40) and suitable parametric mappings γ : [0, 2π ] → ∂ P and γh : [0, 2π ] → ∂ Ph we 
obtain:

vol(Ph) → vol(P ) for h → 0, (60)

γh(θ) → γ (θ) uniformly for h → 0, θ ∈ [0,2π ], (61)

but for all θ ∈ [0, 2π ] lying inside the piecewise linear parts of ∂ Ph it is

γ ′
h(θ)� γ ′(θ) pointwise for h → 0. (62)

Proof. The properties (60) and (61) can be derived easily. For the proof of (62) we want to refer to Fig. 5: By construction 
of the control volumes of the barycenter FV scheme the shape depicted by the red line is a zig-zag line, independent of the 
mean mesh size h. The jump in normal direction on the discrete boundary ∂ Ph will not fall below an angle β . E.g. on two 
cut elements Ti and T j it is βi , β j ≥ β , as depicted in Fig. 5. That zig-zag line therefore produces a consistency error with 
respect to the interface condition. We obtain (62). �

A rigorous error analysis will be conducted in a forthcoming paper. With regard to Lemma 6 we simply want to mention 
the following: From the properties (60) and (61) we can at least state a certain global consistency with respect to the 
velocity of the particles: Since for the computation of the particle velocities the forces acting on a particle are integrated 
over the whole boundary ∂ Ph , the local errors in the computation of the normal forces due to (62) are expected to smooth 
out. The numerical results for the velocity field presented in Section 6 support this reasoning. Due to (62), however, the 
approximation of the local forces will not converge to the real forces. In particular, the direction of the discrete forces 
deviate by a mean angle of β/2. Therefore, the discrete problem is not consistent with the continuous one and the overall 
approximation is diminished. This could be observed in the numerical tests, see Section 6. In particular, contrary to the 
velocity the computation of the local pressure near the interface depends on local gradients. Therefore, the local inconsistency
in normal direction becomes relevant. As a consequence, oscillations in the solution of the pressure along the interface were 
observed, see Fig. 9.

The observed oscillations of the pressure were the main driving force for the enhancement of the described scheme and 
the development of an immersed boundary approach which represents the interface sharply. The adapted method together 
with a more detailed error analysis will be described in a forthcoming paper.
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6. Numerical simulations

In this section we present the numerical results. We derived a fully-coupled method for the simulation of particulate 
flow for which the interaction between fluid and particles is fully inherited into the discrete system. Even though the 
scheme is formulated for two and three dimensions, we will show only two-dimensional computations. Results for the 
three-dimensional case will be presented in a forthcoming paper including a better approximation of the interface. For the 
solution of the non-linear Navier-Stokes equations a fix-point iteration is used. For more details we refer to [24]. The arising 
linear systems have been solved with a geometric multigrid solver as provided in the software framework UG4, cf.[43], using 
ILU as smoother and a BiCGSTAB solver for the solution on the coarsest grid.

6.1. Convergence study – flow around a fixed cylinder

We evaluated the performance of the derived scheme by studying its convergence properties. For that purpose we con-
sider the well known benchmark of flow in a channel around a fixed cylinder as extensively studied e.g. by Schäfer and 
Turek [34]. For the two dimensional case a circle with radius r = 0.05m and center (0.2m, 0.2m) is placed in a channel with 
dimensions H × L = 0.41m × 2.2m. Dirichlet boundary conditions are given on the left and right parts of the outer boundary 
with a parabolic profile given by

u(0, y) = 4y(H − y)

H2
Um, Um = 0.3

m

s
, v(0, y) ≡ 0.

On the upper and lower parts of the outer boundary usual no-slip conditions are applied. The prescribed velocity profile 
yields the mean velocity U = 2

3 u(0, H
2 ) = 0.2 m

s . For viscosity μ = 0.001 m2

s the Reynolds number for the fluid is Re = 2rŪ
μ =

20.
The computations were conducted on the mesh as depicted in Fig. 6(b). The red line indicates the immersed interface 

which provides the information for the discrete scheme. Due to the setting of the benchmark the motion of the particle is 
prescribed to zero, i.e. U = ω = 0. Furthermore, we used the boundary fitted mesh of Fig. 6(a) for comparison of our results 
with reference computations of an exact interface representation. Plots of the computed velocity and pressure field for the 
fitted and unfitted case are shown in Figs. 7(a), 7(b) and Figs. 8(a), 8(b), respectively.

6.1.1. Grid convergence
The rates of convergence were computed for the velocities and pressure separately in the usual L2-norm by applying 

five regular grid refinements and comparing the solution computed on each grid with the solution on the next finer grid. 
To avoid imparing the convergence results by non-linear effects, the computations were additionally performed for the 
linear Stokes equations and identical fluid parameters. The results of the convergence rates for the linear and non-linear 
test cases are summarized in the Tables 1 and 2. In the linear case the rates on the boundary fitted mesh show order two 
for the velocity and order one for the pressure. This is in accordance with the investigations carried out in [24] for the 
stabilized finite volume scheme applied here. As to be expected for an unfitted scheme, Table 1 shows reduced convergence 
rates around 1.5 for the velocity in the linear case. In the non-linear case, the fitted and non-fitted computations show an 
irregular behavior. This can be traced back to the applied skewed upwind scheme for the convective terms. The rates for 
the pressure are irregular already for the linear case. A possible reason for that can be the changing representation of the 
discrete interface ∂ Ph on the different grid refinements: the quality of the approximation of the interface is not necessarily 
improved on the next finer grid, as explained above.

Fig. 6. Flow around a fixed cylinder: (a) boundary fitted mesh; (b) unfitted mesh.
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Fig. 7. Magnitude of the velocity (color): (a) boundary fitted mesh; (b) unfitted mesh.

Fig. 8. Pressure (color): (a) boundary fitted mesh; (b) unfitted mesh.

Table 1
Grid convergence for the linear flow problem around a fixed cylinder: (a) boundary fitted mesh; (b) unfitted mesh.

l n hl ‖u‖2 rl ‖v‖2 rl ‖p‖2 rl

Convergence rates for the boundary fitted mesh in Fig. 6(a)
1 3,222 1.55e-01 5.36e-03 — 1.13e-03 — 6.88e-04 —
2 12,396 7.76e-02 1.40e-03 1.933 3.03e-04 1.899 2.50e-04 1.460
3 48,600 3.88e-02 3.56e-04 1.978 7.83e-05 1.952 9.77e-05 1.355
4 192,432 1.94e-02 8.95e-05 1.992 1.99e-05 1.977 4.14e-05 1.240
5 765,792 9.70e-03 2.24e-05 1.997 5.01e-06 1.989 1.91e-05 1.118
6 3,055,296 4.85e-03 — — — — — —
Convergence rates for the unfitted mesh in Fig. 6(b)
1 1,755 1.12e-01 1.06e-02 — 5.43e-03 — 1.42e-03 —
2 6,675 5.62e-02 3.62e-03 1.545 1.97e-03 1.436 5.55e-04 1.355
3 26,019 2.81e-02 1.49e-03 1.281 7.99e-04 1.306 2.70e-04 1.037
4 102,723 1.40e-02 5.75e-04 1.375 3.27e-04 1.290 1.11e-04 1.288
5 408,195 7.02e-03 2.51e-04 1.193 1.35e-04 1.272 5.60e-05 0.982
6 1,627,395 3.51e-03 — — — — — —

6.1.2. Oscillation of the pressure
The limited approximation properties of the discrete interface were described and investigated in detail in Section 5.2. 

Fig. 9 shows plots of the values of the pressure along the interface. The oscillations result from bad approximation of the 
local gradients of the pressure along the interface. Moreover, they do not vanish under grid refinement but their frequency 
even increases. This observation confirms the assumption that the numerical artifact of an oscillating pressure has a local 
origin on each grid element and will similarly re-appear on each grid size.
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Table 2
Grid convergence for the non-linear flow problem around a fixed cylinder: (a) boundary fitted mesh; (b) unfitted mesh.

l n hl ‖u‖2 rl ‖v‖2 rl ‖p‖2 rl

Convergence rates for the boundary fitted mesh in Fig. 6(a)
1 3,222 1.55e-01 2.15e-03 — 6.85e-04 — 3.90e-04 —
2 12,396 7.76e-02 6.57e-04 1.713 2.00e-04 1.776 1.67e-04 1.228
3 48,600 3.88e-02 2.07e-04 1.663 7.98e-05 1.362 1.10e-04 0.605
4 192,432 1.94e-02 6.38e-05 1.702 3.51e-05 1.184 5.41e-05 1.019
5 765,792 9.70e-03 1.85e-05 1.782 1.28e-05 1.462 2.25e-05 1.264
6 3,055,296 4.85e-03 — — — — — —
Convergence rates for the unfitted mesh in Fig. 6(b)
1 1,755 1.12e-01 1.40e-02 — 6.66e-03 — 2.85e-03 —
2 6,675 5.62e-02 4.18e-03 1.741 3.29e-03 1.019 1.39e-03 1.032
3 26,019 2.81e-02 1.59e-03 1.395 1.29e-03 1.347 5.12e-04 1.443
4 102,723 1.40e-02 6.34e-04 1.326 5.42e-04 1.254 2.06e-04 1.311
5 408,195 7.02e-03 2.88e-04 1.136 2.16e-04 1.330 8.45e-05 1.287
6 1,627,395 3.51e-03 — — — — — —

Table 3
Pressure difference �p, see (63); reference values, cf. [19].

l �p fitted �p unfitted

1 1.171767e-01 7.164115e-02
2 1.170200e-01 1.015976e-01
3 1.172432e-01 1.087336e-01
4 1.173491e-01 1.123866e-01
5 1.174222e-01 1.144121e-01
6 1.174703e-01 1.157436e-01

Reference 1.1752e-01

Fig. 9. Pressure along the interface γ (θ) := 0.05 ( cos(θ), sin(θ) )T for different grid refinements.

In order to investigate the global quality of the pressure solution, the difference

�p(x, y) := p(0.15,0.2) − p(0.25,0.2) (63)

between the front and back point of the interface was additionally evaluated. A comparison with the reference [19] is shown 
in Table 3.

6.2. Sedimenting particle – stationary benchmark

For the validation of the translational component U of a particle with radius r we conduct the test problem of a sedi-
menting particle falling (infinitely long) under gravity in a channel of width D , see Fig. 10. The computed stationary (long 
term) solution is the terminal velocity U(r) = (0, U term(r))T of the particle in its equilibrium between friction and gravita-
tional acceleration. Because of the finite width D of the channel an additional so called wall-force F w acts on the particle. 
Since F w depends on the relation 2r

D (blockage ratio) the terminal velocity U term(r) will depend on r and D as well. There 
exist different asymptotic solutions for the wall force F w in the literature. For the case of a two dimensional channel we 
choose

Fw(2r, D) := ln
( D )

− 0.9157 + 1.7244
(2r )2 − 1.7302

(2r )4 + O
((2r )6)
2r D D D
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Fig. 10. Sedimenting particle: configuration of the problem (left) and unstructured mesh with immersed interface in red (right).

Fig. 11. Solution for the sedimenting particle (stationary benchmark) with radius r = 0.15 and grid level l = 5: (a), (b) velocity field; (c) pressure.

U term(r) := (ρP − ρ f ) g r2

4μ
Fw(2r, D) (64)

as asymptotic solution, cf. [46], with gravitational acceleration g , density of the particle, ρP , and the density and viscosity 
of the fluid, ρ f and μ. For fixed channel width the validated value U term(r) depends on the radius only.

The numerical tests were conducted on the unstructured mesh as shown in Fig. 10 with dimensions � = [0, 2] × [0, 6]. 
Simple no-slip Dirichlet conditions on the outer boundary are applied. Fig. 11 shows the solution for r = 0.15 on the 5-times 
refined mesh comprising 190, 419 degrees of freedom. The computed terminal velocity is U(r) = (0, −0.0572)T .

For further computations the radius of the particle was varied between 0.02 and 0.55. The results for different levels of 
refinement are plotted in Fig. 12. For radii ≤ 0.3 the computed solutions converge nicely against the asymptotic solution, 
indicated with the black line in Fig. 12(a). Since the analytical solution is only asymptotically valid, i.e. for a sufficiently 
small radius, the distance between numerical and analytical solution increases for radii > 0.3. The according plots for the 
quantities Ux(r) and ω(r) are depicted in Figs. 12(b) and 12(c).
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Fig. 12. Velocity components for the sedimenting particle (stationary benchmark) for varying radius r and different levels l of grid refinement.

Table 4
l2-error for the sedimenting particle (stationary benchmark) for Uy , Ux

and ω, see (65), (66).

l n l2-error

εUy εUx εω

3 11,607 2.762e-02 1.125e-03 1.447e-02
4 47,211 2.063e-02 4.726e-04 4.843e-03
5 190,419 1.303e-02 1.582e-04 1.866e-03

Table 4 shows the discrete l2-norm

εUy :=
√√√√ 1

Nr

Nr∑
i=1

[ U term(ri) − Uy(ri) ]2, (65)

εUx :=
√√√√ 1

Nr

Nr∑
i=1

Ux(ri)
2, εω :=

√√√√ 1

Nr

Nr∑
i=1

ω(ri)
2, (66)

of the errors for all quantities Ux(r), Uy(r) and ω(r). Nr denotes the number of radii ri ∈ [0.02; 0.3], i = 1, ..., Nr , for which 
the test problem was computed. It is ri+1 −ri = 0.01. Due to Corollary 3 the admissible minimal radius and along with it the 
number Nr differ on each grid level. Table 4 shows that the error decreases under refinement. It should be emphasized that 
the error is averaged over several radii. Since the quality of the approximation of the interface changes for each radius with 
respect to a given fixed refinement level of the grid, these measurements are not suitable to investigate the convergence 
properties of the scheme.
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6.3. Sedimenting particle – instationary benchmarks

6.3.1. Sedimenting spherical particle
As first instationary test case we chose the problem of a sedimenting particle under gravity in a two dimensional channel 

with dimensions � = [0, 2] × [0, 6] as for the stationary case in Section 6.2. As parameter for the particle and the fluid we 
set r = 0.125, ρP = 1.25, ρ f = 1.0 and μ = 0.1. No-slip Dirichlet conditions are applied on the outer boundary and initially 
the particle is at rest and at position (1, 2). For comparison of our results we refer to Glowinski [13]. The same test case 
was also studied by Wan and Turek [47], Blasco et al. [5] and Krause and Kummer [21].

The test case was computed for 4 refinement levels l = 3, ..., 6 of the mesh as depicted in Fig. 10. The time step was 
refined accordingly ranging from �t = 1 · 10−2s to 0.125 · 10−2s.

Fig. 13 shows the temporal evolution of the y-component of the translational velocity and the y-coordinate of the center 
of mass. The dotted lines indicate the zero level and the reference value U term = 5.5392 according to [13]. The bad approx-
imation of the interface on the coarsest level leads to oscillations in the falling velocity Uy(t) and strong deviations from 
zero for Ux(t) and ω(t). Under refinement, however, the terminal velocity converges to the reference value. The exact data 
is summarized in Table 5 together with the Reynolds number derived from the terminal velocity. For the computation of 
U term the values of Uy(t) were averaged within the time interval [0.4, 0.6]. The Reynolds number is also in good agreement 
with those computed in [13], Re = 17.31, in [47], Re = 17.15 and in [5], Re = 17.34.

Fig. 13. Time evolution of a sedimenting particle; (b) illustrates the stable phase of the particle at rest.

Table 5
Terminal velocity and Reynolds number of a 
sedimenting particle and reference, cf. [13].

l # DoFs Uterm Re

3 11,607 5.8003 18.13
4 47,211 5.7656 18.02
5 190,419 5.7101 17.84
6 771,171 5.6420 17.63

Reference 5.5392 17.31
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Fig. 14. l2-error for the sedimenting particle (instat.) for Ux(t) and ω(t), see (67).

It should be emphasized that not only the terminal velocity itself but also the whole time evolution of the falling velocity 
is in good agreement with those computed by Wan and Turek [47] and Blasco et al. [5]. The important features of a fast 
accelerating and decelerating phase are captured well by our fully-coupled scheme. In particular, the fast deceleration runs 
without overshoot across the ground. That can be attributed to an efficient coupling between the particle degrees of freedom 
and those at the outer boundary. Of course a suitable size of the time step is necessary. However, we want to recall that 
no additional repellent forces were applied to avoid a collision of the immersed boundary with the ground. Many discrete 
schemes implement a collision force commonly depending on the distance to the wall, cf. [15], [47], [42], [44], [2], [5], [50]. 
Using our scheme, the simulation reaches a stable equilibrium in which the particle does not move anymore.

A further quality of our scheme is its conservation property: In the ideal case, the particle falls with constant velocity 
as soon as it reaches the equilibrium between gravitational acceleration and friction. Our scheme is able to reproduce that 
since for t ∈ [0.4, 0.6] the simulation on the finest grid (blue line in Fig. 13(a)) follows in good approximation a horizontal 
line. We emphasize that on the coarser grids the influence of the grid size on the approximation is clearly visible. The 
horizontal course can be attributed to the fully coupled linear system of particle and fluid getting solved in one single step 
without application of a time splitting scheme. As an important consequence, the interaction forces are instantaneously 
exchanged without loss of momentum.

Finally, we studied the convergence of our scheme. For this purpose, we evaluated the l2-error

εUx :=
√√√√ 1

Nt

Nt∑
i=1

Ux(ti)
2, εω :=

√√√√ 1

Nt

Nt∑
i=1

ω(ti)
2 (67)

for the horizontal and rotational velocity whose analytical solution is zero. We considered the period of T = 2s and therefore 
Nt := T /�t denotes the number of time steps taken into account for the averaging. It is ti+1 = ti + �t . The results are 
summarized in Fig. 14. Due to a sufficiently small time step we can observe a rate near to second order.

6.3.2. Sedimenting elliptical particle
As second instationary test case we chose the problem of a sedimenting particle with elliptical shape. The problem 

settings differ only slightly from the one in Subsection 6.3.1: The geometry of the channel has double length, i.e. � =
[0, 2] × [0, 12], in order to observe the oscillating rotation of the ellipse. Furthermore, the shape of the particle is changed 
to an ellipse with vertical axis 0.25 and horizontal axis 0.125. Therefore, in the initial state the long side of the ellipse points 
in the direction of gravity. All remaining parameter are unchanged.

The test case was computed for 3 refinement levels and accordingly refined time steps ranging from �t = 1 · 10−2s to 
0.25 · 10−2s.

Fig. 15 shows the temporal evolution of selected parameters of the elliptical particle. As for the spherical test Case 6.3.1, 
the bad approximation of the interface on the coarsest level leads to small zig-zag behavior. Under refinement, however, 
this artifact is smoothed out.

We want to emphasize that all parameters follow an oscillating behavior induced by the rotation of the ellipse. In 
particular, we can observe a certain time lag between the evolution of the rotational velocity ω (see Fig. 15(a)) and the 
orientation of the ellipse θ (see Fig. 15(c)), as to be expected. Furthermore, the oscillations get damped and vary around 
90 degrees. So in average, the ellipse turns its broadside to the stream. Fig. 16 shows snapshots of the global magnitude of 
the velocity. The dynamics are in good accordance with the simulations conducted by [26]. Even though in [26] simulations 
are conducted in 3 spatial dimensions, the mentioned features of the motion are expected to similarly arise in 2 spatial 
dimensions.
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Fig. 15. Time evolution of selected parameters of a sedimenting elliptical particle.

7. Conclusions

The derivation of the described numerical scheme for particulate flow is crucially based on the employment of a finite 
volume scheme and its formulation as Petrov-Galerkin bilinear form. Since the operator of a finite element scheme com-
prises the computation of the stresses within a volume, the relevant forces cancel in the continuous formulation, see (35). 
The boundary integrals in (34) turned out to be more suitable, which is in agreement with the fact that the interaction takes 
place on the interface. Conversely, we take advantage of the usual approach within finite element methods to symmetri-
cally extend the ansatz and test spaces. Moreover, the identification of a FV scheme with an according FE scheme enabled 
theoretical analysis and finally the derivation of an equivalent FEM for particulate flow.

Within the discrete finite element scheme for particulate flow the computed forces in the particle arise in the form of a 
thick interface on the cut elements (56). In order to estimate the error at the discrete interface the identification with the 
according finite volume solution reveals the real shape of the interface, cf. Fig. 4. This association enables to estimate the 
error at the interface by means of the deviation of the discrete gradients in normal direction to the interface. Finally, we 
could trace back the observed pressure oscillations to the bad approximation of the local pressure gradient.

In summary, a finite volume formulation can on the one hand facilitate the formulation of given boundary forces. On the 
other hand, finite element theory provides tools for the construction of mathematically favorable schemes. The modeling of 
particulate flow demonstrated that previous to applying a certain discretization scheme the crucial challenges and building 
blocks need to be figured out. Depending on the particular application either one or another scheme can be more suitable.

The derived scheme is still lacking good approximation properties for the pressure. Moreover, in multiphase flow ap-
plications where the deformation of the interface highly depends on pressure forces the pressure becomes an even more 
important quantity. Therefore, we want to improve the discretization by developing a sharp-interface approach. The ex-
tended spaces need to be adapted in order to obtain a sharp representation of the interface. In a forthcoming paper a 
second order immersed boundary finite element scheme is derived. Once again we will essentially take advantage of the 
identification with the finite volume method in order to choose the finite element spaces properly.
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Fig. 16. Sedimenting particle: Magnitude of the velocity (color) and streamlines for different times computed on level l = 5.
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