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We present gradient-consistent enriched finite element spaces for the simulation of free 
particles in a fluid. This involves forces being exchanged between the particles and the 
fluid at the interface. In an earlier work [23] we derived a monolithic scheme which 
includes the interaction forces into the Navier-Stokes equations by means of a fictitious 
domain like strategy. Due to an inexact approximation of the interface oscillations of the 
pressure along the interface were observed. In multiphase flows oscillations and spurious 
velocities are a common issue. The surface force term yields a jump in the pressure and 
therefore the oscillations are usually resolved by extending the spaces on cut elements in 
order to resolve the discontinuity. For the construction of the enriched spaces proposed in 
this paper we exploit the Petrov-Galerkin formulation of the vertex-centered finite volume 
method (PG-FVM), as already investigated in [23]. From the perspective of the finite volume 
scheme we argue that wrong discrete normal directions at the interface are the origin of 
the oscillations. The new perspective of normal vectors suggests to look at gradients rather 
than values of the enriching shape functions. The crucial parameter of the enrichment
functions therefore is the gradient of the shape functions and especially the one of the 
test space. The distinguishing feature of our construction therefore is an enrichment that is 
based on the choice of shape functions with consistent gradients. These derivations finally 
yield a fitted scheme for the immersed interface. We further propose a strategy ensuring a 
well-conditioned system independent of the location of the interface. The enriched spaces 
can be used within any existing finite element discretization for the Navier-Stokes equation. 
Our numerical tests were conducted using the PG-FVM. We demonstrate that the enriched 
spaces are able to eliminate the oscillations.
© 2019 The Authors. Published by Elsevier Inc. This is an open access article under the CC 

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Particulate flows are one of many applications in engineering and biology involving immersed interfaces moving in time 
within the fluid region. Examples range from electrostatics and diffusion problems to elasticity and fluid dynamics. In the 
case of a moving interface it can be reasonable to avoid expensive re-meshing and it has become a popular strategy to allow 
the interface to cut the elements of the mesh. These so called immersed boundary methods (IBM) are a good alternative to 
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ease the representation of the geometry. Since an IBM does not require the interface to align the underlying grid, the main 
challenge is to capture the phenomena on the free boundary by suitable adaptations of the discrete scheme.

The original IBM was formulated by Peskin [34]. New Lagrangian points (LP) are defined along the interface. Since the sin-
gular forces arising at the interface can be understood as delta functions, Peskin introduces suitable discrete delta functions 
(DDF) for the Lagrangian points which spread the forces into the surrounding domain. The discontinuity will be smoothed 
out and therefore one drawback is a low accuracy. In [40] and [41] a generalized IBM with higher order approximation is 
developed.

The discrete delta function acts as a link between the moving interface and fixed Eulerian grid. Since it employs explicit 
expressions for the body force, it is categorized into the class of direct forcing schemes. A good overview is given in [29]. 
In the context of finite difference methods the ghost fluid method, introduced for compressible flow by Fedkiw et al. [11], is 
a popular direct forcing approach to include the moving interface into the Euler frame of reference. Further examples for 
direct forcing for finite volume schemes are those of Uhlmann [43] and Breugem [6] who developed a direct forcing strategy 
for particulate flows.

In this paper, we will focus on the class of immersed boundary methods which introduce the boundary condition in 
a weak sense (weak forcing). Within the finite element framework the extended finite element method (XFEM) is the most 
prominent example. Moës et al. [30] first introduced the XFEM method to model the discontinuities without adapting the 
grid to the interface. Instead, the finite element spaces are enriched by additional shape functions. In [35] and [17] XFEM 
is applied to flow problems in order to model the discontinuity of the pressure. In the recent work of Kirchhart et al. [25]
theoretical analysis of the XFEM is applied to the interface Stokes problem.

Another extended finite element technique is the CutFEM method by Hansbo and Hansbo [19]. Based on Nitsche’s 
method, cf. [32], enrichment functions are utilized to impose the interface conditions weakly and penalty terms are in-
troduced to stabilize the system. CutFEM was first derived for the elliptic interface problem by Hansbo and Hansbo [19], 
later Becker et al. [4] and Hansbo et al. [21] developed the method for a Stokes interface problem and in [20], [7] the weak 
coupling approach was applied to fluid-structure interaction. In [7] the problem of pressure oscillation at the interface is 
treated by introducing penalty terms.

Within the context of finite volume methods (FVM) we already referred to the direct forcing method of Uhlmann [43]
for particulate flows. We want to mention the class of so called cut cell methods and especially the one for elliptic problems 
by Oevermann et al. [33] since he combines the finite volume scheme with finite element techniques which is comparable 
to our approach. The local finite element spaces are utilized for interpolation on the cut cells.

The immersed boundary method derived in this work introduces gradient-consistent enriched finite element spaces in 
order to capture the boundary conditions at the interface. It can therefore be categorized as an extended method sharing 
many similarities with the spaces applied by CutFEM. A distinguishing feature of our proceeding however is the construction 
of a suitable enrichment of the trial and test spaces by exploiting the Petrov-Galerkin formulation of the vertex-centered 
finite volume method. For the formulation of a vertex-centered FVM (also known as finite volume-element method or box 
method [3]) usually a second, dual mesh is introduced. Using first-order conforming trial functions on the primal mesh 
(given triangulation) and piecewise constant test functions on the corresponding dual mesh the FVM can be formulated in 
variational form (Petrov-Galerkin method). Therefore we will further refer to it as a Petrov-Galerkin finite volume method 
(PG-FVM).

In view of the application to particulate flows and more generally multiphase flows, we emphasize the main difference 
of our enrichment strategy via the PG-FVM to other approaches: For multiphase flows a good resolution of the interface is 
necessary to avoid spurious oscillations of velocity and pressure. These are caused by bad approximations of the interface 
forces. Since the surface forces lead to a jump in the pressure value, in common XFEM strategies for two phase flows the 
enrichment aims at capturing the discontinuity of the pressure, see e.g. [36], [16], [21], [2], [10]. From the perspective 
of the PG-FVM (inheriting normal fluxes in the discrete formulation) the bad approximation of interface forces can be 
traced back to the error in the discrete normal directions. As a consequence, our enrichment aims at capturing the normal 
directions and with it the gradients of the test space appropriately. A detailed explanation for the relation between normal 
directions and test space gradients will be given in Section 3. The request for consistent gradients finally yields enrichments 
functions, which possess the Kornecker-delta property with respect to the interface. Moreover, we constrain our spaces to 
form a partition of unity (PU). As a result, the gradient-consistent spaces are constructed via a combination of a projection
(Kronecker-delta property) and reduction (PU property) rather than extension and restriction as done in [16] or [21]. The 
proposed enrichment of the spaces can be similarly applied to both, a Galerkin FEM or a PG-FVM for the Navier-Stokes 
equations. We emphasize that another common FV discretization, the so-called cell-centered FVM, follows another approach. 
The technique which will be derived in this paper refers to the vertex-centered scheme.

We finally propose a strategy to avoid ill-conditioning on cut elements. Common extended finite element approaches 
need to handle this issue for “small” cut elements for which the volume on one of the parts of the cut element gets very 
small. In [21] stabilization terms for the velocity and the pressure guarantee a well conditioned system matrix. Similar stabi-
lization terms are applied in [25]. Ill-conditioning is similarly an issue for the proposed spaces. In contrast to small support 
on cut elements only cut elements impairing the shape-regularity of the mesh are critical. Instead of adding stabilization 
terms we slightly adjust the linear system by means of geometrical reasoning preserving the optimal order of convergence. 
Moreover, the choice of spaces maintains symmetry. Consequently, stability results can be derived easily without the neces-
sity to introduce additional penalization or stabilization terms.
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Fig. 1. Computational domain for the particulate flow problem comprising one embedded particle P .

The oscillations observed in our unfitted scheme in [23] could be eliminated due to the suitable enrichment of the 
spaces. Our method does not comprise numerical fluxes as artifact.

The paper is organized as follows: In Section 2 we introduce the model problem and the discrete operators for both, a 
general Galerkin FEM and the Petrov-Galerkin FVM. Section 3 explains from the perspective of gradients why an unfitted 
method produces oscillations. This serves as motivation for the construction of the gradient-consistent spaces in Section 4. 
Herein, the proposed enrichment will be combined with the rotational spaces introduced in [23] for its application to 
particulate flows. Section 5 summarizes some important properties of the enriched spaces. In Section 6 theoretical results 
regarding conditioning and stability will be derived. Finally, we present numerical results in Section 7 which demonstrate 
the elimination of the oscillations as well as the optimal order of convergence.

2. Mathematical formulation

2.1. Governing equations

Let � ⊂ Rd , with d = 2, 3, be a polyhedral domain. For simplification of the notation we will take only one particle 
P ⊂ � into consideration and presume it to have a spherical shape. All derivations can be applied to each further particle. 
The domain occupied by the fluid will be denoted by � f := � \ P , see Fig. 1. We assume an incompressible and Newtonian 
fluid and therefore the equations that govern the flow are the Navier-Stokes equations in � f :

ρ f (
∂

∂t
u + u · ∇u) = ∇ · σ + g in � f , (1)

∇ · u = 0 in � f , (2)

u = U + ω × r(�x) on ∂ P , (3)

u = uD on ∂�, (4)

with stress tensor σ := −p I + μ f (∇u + ∇uT ), viscosity μ f and density ρ f of the fluid and given Dirichlet values uD . 
We will presume constant fluid density. As already anticipated by the notation the volume force g will only be exerted by 
gravitation in all considered problems.

The particles arise as a boundary condition (3) in the equations of the fluid. Since their motion is assumed to be rigid, 
their velocity is composed accordingly by a translational component U ∈ Rd and angular component ω ∈ Rd . The motion 
can be described by the Newton-Euler equations and therefore U and ω obey the relation

M P
d

dt
U = FH + M P g, I P

d

dt
ω = TH, (5)

with FH and TH being the hydrodynamic force and torque

FH =
∫

∂ P

σ (�x)n ds, TH =
∫

∂ P

r(�x) × σ (�x)n ds, (6)

acting on the center of mass of the particle.

Remark 1 (Full stress tensor). We emphasize that the viscous terms in (5) and (6) depend on the complete stresses. As a 
consequence, the viscous dissipation in (1) for the fluid in the proximity of a particle equally needs to be modeled by the 
complete stress tensor rather than by the more common term ∇u, see also [14].

2.2. Discrete equations for the fluid: weak formulation using linear finite element spaces

The weak formulation of (1)–(2) without particles and a suitable choice of discrete spaces for velocity and pressure yields 
a finite element method for the Navier-Stokes equations. We define
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Vk
h,D := {v ∈ Pk(Th) : v|∂� = uD}, Ql

h := {p ∈ P l(Th) :
∫

� f

p dx = 0},

and Vk
h,D := [Vk

h,D ]d with Pk(Th), P l(Th), k, l ∈ N being the common spaces of piecewise polynomial functions w.r.t. a 
given simplicial decomposition Th of �. Since our approach is based on the association of the Galerkin FEM with the 
corresponding PG-FVM we will concentrate on FE schemes with piecewise linear spaces for the velocity and piecewise 
constant spaces for the pressure.

Finite element scheme: The weak form of (1)-(2) reads: Find (u, p) ∈ (V1
h,D , Q0

h) s.t.

aFE(u,v) + bFE(v, p) = (g,v) ∀ v ∈ V1
h,0, (7)

bFE(u,q) + sFE(q,q) = 0 ∀ q ∈ Q0
h (8)

with bilinear forms

aFE(u,v) := ρ

∫

�

d

dt
u · v dx +

∫

�

2μD[u] : D[v] dx, (9)

bFE(v, p) := −
∫

�

p ∇ · v dx, (10)

the L2-inner product

(g,v) :=
∫

�

g · v dx

and the rate-of-strain tensor D[u] := 0.5 (∇u + ∇uT ). Due to Remark 1 the weak formulation involves D[u] : D[v] instead of 
the more usual term ∇u : ∇v.

A suitable stabilization sFE(·, ·) might be necessary. As this will not be part of this paper we shall not comment on the 
specific definition of this term.

Finite volume scheme: Choosing different trial and test spaces yields so-called Petrov-Galerkin schemes. The choice of piece-
wise constant test functions introduces additional boundary integrals in the weak formulation (as in the context of DG 
schemes) and leads to the following finite volume scheme: Find (u, p) ∈ (V1

h,D , Q1
h) s.t.

aFV(u,v) + bFV(v, p) = (g,v) ∀ v ∈ Vh,D , (11)

bFV(u,q) + sFV(q,q) = 0 ∀ q ∈ Qh, (12)

with bilinear forms

aFV(u,v) :=
∑

i

=
(
ρ

∫

Bi

d

dt
u · v dx −

∫

∂ Bi

μ(∇u + ∇uT )n · v ds
)
, (13)

bFV(v, p) :=
∑

i

∫

∂ Bi

p n · v ds, (14)

and the function space of piecewise constants on each Bi ∈ Bh defined as

Vh,D := {v ∈ P0(Bh) : v|∂� = uD }, Qh := {p ∈ P0(Bh) :
∫

� f

p dx = 0} (15)

and Vh,D := [Vh,D ]d . We emphasize that the set of so-called control volumes Bh := {Bi}i is assumed to form a partition 
of the domain �, but not necessarily is a simplicial decomposition or even identical with Th . An exact definition for the 
PG-FVM applied in this paper will be given in the following. We again do not comment on the specific definition of the 
term sFV(·, ·).

We finally introduce the following notations for the stresses within the Galerkin and Petrov-Galerkin formulation. With

ccpl
FE (u,v) :=

∫
2μD[u] : D[v] dx
�
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Fig. 2. Vertex-centered PG-FVM (box method [3]) with barycentric control volume Bi associated to the vertex �xi .

and

ccpl
FV (u,v) := −

∑
i

∫

∂ Bi

μ(∇u + ∇uT )n · v ds

we define cFE/FV(u, p ; v) := ccpl
FE/FV(u, v) + bFE/FV(v, p). The notation ‘cpl’ shall emphasize that the according terms are respon-

sible for the coupling between the degrees of freedom of the fluid and the particle, as described in [23] in more detail.
For all numerical tests in Section 7 we applied the vertex-centered PG-FVM using so-called barycentric control volumes 

Bi . Each Bi is constructed around the vertex �xi ∈ Th by connecting the barycenters of all neighboring edges, faces and 
volumes to a convex hull enclosing �xi (see Fig. 2). The characteristic functions χi(�x)|Bi ≡ 1, χi(�x) ≡ 0 else, for all Bi ∈ Bh

form a basis of the test space Vh,1 and by construction we can define a bijective mapping � : V1
h,1 → Vh,1, �(ϕi) := χi

between the basis of the Galerkin and Petrov-Galerkin test spaces. For this special choice of control volumes the resulting 
Petrov-Galerkin scheme is known to satisfy∫

∂ Bi

∇u · n ds = −
∫

�

∇u · ∇ϕi dx, (16)

for u, ϕi ∈ P1(Th) and normalized test function ϕi(�xi) = 1. Therefore, it reproduces the stiffness matrix for the Laplace 
(assuming piecewise constant coefficients on each triangle) provided that linear finite elements are used. The equality (16)
was first proven by Bank and Rose [3] for the two-dimensional case and later also for arbitrary dimension by Chen [8], Xu 
and Zou [50] and Hackbusch [18].

Identifying finite element and finite volume schemes: The identification (16) between the Galerkin FEM and the PG-FVM 
was already used for the formulation of the FEM for particulate flows in [23]. By means of (16) the following identity 
between the stress terms was derived therein:

cFE(u,�(p);v) = cFV(u, p ;�(v)) + R(h), (17)

on the according spaces. R(h) = 0 directly follows from (16) in the case of a simplicial mesh and an elementwise constant 
pressure. In [52] the estimate ccpl

FE (u, v) = ccpl
FV (u, v) + R(h) for the coupling terms, with R(h) = O (h2), was derived for 

triangular and rectangular meshes. The only requirement is a piecewise constant approximation of the viscosity w.r.t. the 
mesh Th .

In Section 3 we will explain the origin of the oscillations of the pressure in order to derive appropriate new function 
spaces. Our reasoning will rely on the identification (17).

2.3. Fictitious domain strategy for particulate flow

In [23] the rigid body motion condition (RBM) in (3) was imposed by means of a fictitious domain strategy, i.e. integrat-
ing it into the trial and test space of the according Galerkin FEM and PG-FVM, respectively, defined on the whole domain 
�. The adapted trial space VRBM

h was defined by the decomposition

VRBM
h := V f

h ⊕ Vlin
h ⊕ Vrot

h (18)

into the usual finite element space V f
h := span{ϕi ek}d

k=1,�xi∈� f
for the fluid domain � f and suitable spaces Vlin

h , Vrot
h for the 

linear and angular components of the velocity in P . Vlin
h and Vrot

h are constructed by adding up all the degrees of freedom, 
i.e. shape functions, which lie within P and introducing a rotational component: Definition of the two functions

ϕPh (�x) :=
∑
�

ϕi(�x) and ϕr
Ph

(�x) :=
∑
�

ϕi(�x) ri (19)

xi∈P xi∈P
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Fig. 3. Left: Discrete interface ∂ Ph (red zig-zag line) for the barycenter PG-FVM with Ph = ⋃
�xi∈P Bi and three control volumes (shaded grey). Right: Angles 

βi , β j of the zig-zag shape of ∂ Ph . (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

with the piecewise constant approximation ri for the radial direction r(�x) given by

r(�x) := ri := �xi − xc, for �x ∈ supp(ϕi)

and center of mass �xc of P yields the following spaces for the translational and rotational degrees of freedom of a particle:

Vlin
h := span{ϕPh ek}d

k=1 and Vrot
h := span{ek × ϕr

Ph
}d

k=1. (20)

We emphasize that their definition is therefore based on the shape functions w.r.t. the underlying unfitted grid Th . It was 
already concluded in [23] that the resulting unfitted scheme causes oscillations of the pressure.

3. Analysis of the origin of pressure oscillations

The monolithic scheme for particulate flows derived in [23] is an unfitted scheme, i.e. it does not take the exact location 
of the immersed boundary ∂ P into account. In multiphase flows it is well known that the approximation of the curvature 
and with it the tension forces localized at the interface is crucial in order to avoid spurious oscillations of the pressure 
and the velocity. Since the surface forces result in a jump of the pressure at the interface, the reason commonly given for 
the oscillation is the missing discontinuity of the pressure (see e.g. [16], [21]): Using the standard finite element spaces on 
the underlying mesh, the non-alignment of the continuous finite element space yields a bad approximation of the pressure 
being discontinuous across the interface. In according XFEM approaches (see e.g. [16], [21], [10], [2], [36]) extended finite 
element spaces for the pressure aim at capturing the discontinuity.

We shall follow another reasoning for the derivation of our enriched spaces on the cut elements. Instead of looking at 
the value of the pressure, we focus on the direction of forces acting at the interface. In particular, a bad approximation of 
the shape of the interface implies wrong normals to the interface. Since the pressure acts as force normal to the interface 
this yields wrong discrete forces. The new perspective of normal vectors suggests to look at gradients rather than values of 
the enriching shape functions. The crucial parameter for the construction of the enrichment functions will therefore be the 
gradient of the shape functions and especially the one of the test space.

3.1. Adjusting the gradient of the test space at the interface

We address the following question: Why does a bad choice of the test space (in the sense of inconsistent gradients) 
imply wrongly approximated normal forces?

By means of (16) and (17) we can conclude that the choice of unfitted linear finite elements as test space is equivalent 
to balancing along the boundaries of the associated control volumes. In particular, the discrete representation of the particle 
is the summation of all barycentric control volumes associated with nodes within the particle, i.e. Ph := ⋃

�xi∈P Bi (see 
red curve in Fig. 3, left). This observation can be derived directly from the summation in (19), see also [23]. The discrete 
interface along which the forces are acting has the zig-zag shape as depicted in Fig. 3. Defining suitable parametric mappings 
γ : [0, 2π ] → ∂ P and γh : [0, 2π ] → ∂ Ph the following property was proven in [23]:

γ ′
h(θ)� γ ′(θ) pointwise for h → 0. (21)

The proof of (21) relies on the observation that the direction of the discrete normals to ∂ Ph given by the boundaries of 
the control volumes deviates by a mean angle of β/2 (see Fig. 3, right). Therefore, the normal directions will not converge 
towards the normals of the real interface ∂ P .

Beside the identification (17) which refers to the complete stresses, application of (16) in particular yields the following 
identitfication of the pressure terms:
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Fig. 4. Comparison of the control volumes for the (a) original and the (b), (c) enriched space. The control volumes of the PG-FVM can be interpreted as the 
test space.

bFE(ϕi ek,�(p)) = bFV(�(ϕi ek), p) (22)

⇐⇒ −
∫

�

p ∇ϕi · ek dx =
∫

∂ Bi

p n · �(ϕi ek) ds, (23)

for ϕi ∈ P 1(Th), p ∈ P 0(Th) and 0 ≤ k ≤ d (cf. [23]). In other words, testing with ϕi ek is equivalent to balancing the force 
excerted by the pressure along ∂ Bi . We emphasize that (22) is valid exactly only for an elementwise constant pressure. 
More effort with suitable error estimates is necessary for general spaces. Since the principal reasoning will not differ it is 
sufficient for our purposes. In Fig. 3 (left) single control volumes involved in the computation are shown shaded in grey.

The equality (23) reveals, that the normal direction n along ∂ Bi inherited in the associated PG-FVM is determined by 
the gradient ∇ϕi of the Galerkin FE test function. We emphasize this observation with the following remark:

Remark 2 (Relation between normal forces and test space gradients). Regarding the identification in (23) the normal direction 
n of the force excerted by the pressure is directly correlated with the direction of the gradient ∇ϕi of the associated test 
function.

We conclude, that due to (21) and (23) the approximation of the local forces will not converge onto the real forces. 
Therefore, the discrete problem is not consistent with the continuous one and leads to oscillations in the pressure. Fig. 12
(d)-(f) shows the oscillating pressure along the interface for the famous cylinder flow benchmark.

In order to define consistent gradients we relocate the DoFs onto the interface and redefine the shape functions as 
described in the following section.

4. Boundary fitted scheme for particulate flows

Particulate flows can be seen as two-phase flows where the second phase is rigid. As a consequence, the pressure in the 
rigid phase does not contribute to the dynamics of the whole system and only values of the pressure on ∂ P are needed 
for the computation. Moreover, the velocity in P and on ∂ P depends on U and ω only. Altogether, the domain occupied 
by the particle does not need to be treated as a distinct phase and the degrees of freedom in P can be utilized for the 
discretization in � f . Therefore we will proceed in two steps to define the boundary fitted spaces: We first enrich the finite 
element spaces on elements which are cut by the interface comparable to the spaces defined by other XFEM approaches. 
Secondly, we re-associate the enriching degrees of freedom to the vertices �xi ∈ P lying inside a particle. As a result, we 
regain a discretization with respect to the original grid Th . For the sake of generality we denote the interface by � (instead 
of ∂ P ) and the two subdomains by �1 and �2 (instead of � f and P ).

4.1. Locally enriched finite element spaces – flat-top basis for a one-domain problem

Step 1 – Enriching the finite element space on cut elements: For the construction of gradient-consistent enriched spaces 
we proceed via enriching the test space of the PG-FVM, i.e. we introduce new control volumes: From the perspective of 
the barycentric PG-FVM and regarding the identification (16) together with the explanations given in the last section, it 
is reasonable to define the enriching control volumes B∗

k along the interface in order to approximate the normal direction 
appropriately. As depicted in Fig. 4b we construct the control volumes by simply choosing the barycenters of only the cut 
part of the element. By means of the mapping � between the according test spaces and χ∗(�x)|B∗ ≡ 1, we get
k k
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ϕ∗
k (�x) := �−1(χ∗

k (�x))
for the enriching test functions ϕ∗

k of the associated Galerkin FEM. By construction of B∗
k the ϕ∗

k satisfy the Kronecker-delta 
property with respect to nodes �x∗

k on the interface. We therefore denote the ϕ∗
k as projected shape functions (onto �h). The 

accordingly adapted shape of the ϕ∗
k is shown in Fig. 6a.

Furthermore, in order for B∗
h to be still a partition of � after adding B∗

i , the control volumes associated with original 
mesh nodes like B j in Fig. 4a need to be reduced to B∗

j as shown in Fig. 4c. As a consequence, the test function ϕ∗
j :=

�−1(χ∗
j (�x)) satisfies the Kronecker-delta property with respect to the nodes �x∗

k on the interface as well. We therefore 
denote the adjusted ϕ∗

j as reduced shape functions (w.r.t. �h). The accordingly adapted shape of the ϕ∗
j is shown in Fig. 7a.

With these considerations, we formally derive the enriched test space as follows: Let Xh be the set of all vertices of Th , 
Xh,Cut the vertices of all cut elements and Xh,� := ⋃

T ∈Th
∂T ∩ � be the set of all intersecting points of � with the edges of 

elements, i.e. Xh,� = {�x∗
k }k . The (d-1)-dimensional convex hull of all points of Xh,� yields a piecewise planar approximation 

�h of �. Let further �1,h and �2,h be the corresponding subdomains of � satisfying ∂�1,h ∩ ∂�2,h = �h and X 1
h , X 2

h the 
related set of vertices. We introduce the set of all cut elements Th,Cut := {T ∈ Th : T ∩ � �= ∅}. By means of �1,h and �2,h

all cut elements T ∈ Th,Cut can be decomposed into the parts lying on either side of �h , i.e. T 1
h,Cut := {T ∩ �1,h : T ∈ Th,Cut}

and T 2
h,Cut := {T ∩ �2,h : T ∈ Th,Cut}, respectively. Based on the subelements of T 1

h,Cut and T 2
h,Cut we define the new grid

T ∗
h := (Th \ Th,Cut ) ∪ T 1

h,Cut ∪ T 2
h,Cut.

T ∗
h can be interpreted as a special non-regular refinement of Th with respect to �.

Furthermore, the set of vertices Xh,Cut can be decomposed into the set Xh,� of vertices on �h and those being part of 
Xh and belonging to either side � j , j = 1, 2, of the interface. This yields Xh,Cut = Xh,� ∪X 1

h,Cut ∪X 2
h,Cut, with near-interface 

vertices X j
h,Cut := {�x ∈ Xh,Cut \ Xh,� : �x ∈ � j}, j = 1, 2. By numbering all vertices of the refined mesh T ∗

h we can assign 
indices to different subgroups in accordance to the described groups of vertices. Following the notations for the vertices we 
denote the corresponding set of indices by Ih , I1

h , I2
h , I∗

h , Ih,Cut, Ih,� , I1
h,Cut and I2

h,Cut. This yields for example Ih ⊂ I∗
h . 

Based on T ∗
h we define the nodal basis {ϕi}i∈I∗

h
and the enriched finite element space then reads V∗

h = span{ϕi}i∈I∗
h

. By 
construction, the test spaces of the Galerkin FEM and PG-FVM are again related by the bijective map � and it is

dim(�(V∗
h ) ) = dim(V∗

h ).

Finally, we define V∗
h as the trial function space for both, the Galerkin FEM and the PG-FVM. In particular, we get V f ,∗

h :=
span{ϕi}i∈I1

h
as the finite element space for the fluid domain, containing the reduced shape functions ϕ∗

j defined on the 
near-interface vertices X 1

h,Cut.

Remark 3 (Enrichment of finite element spaces yields fitted scheme). Apparently, our definition of the enriched space V∗
h is 

nothing else but the usual finite element space w.r.t. the boundary fitted mesh T ∗
h based on an interface-adaptive mesh 

refinement. We emphasize that it can similarly be interpreted as an enrichment comparable to the extended spaces defined 
e.g. in [19] of [16]. Instead of re-meshing the whole grid Th or moving single grid points �xi ∈ Th , the finite element space 
on the cut elements will be enriched by the functions ϕ∗

k , see Fig. 6a. The enrichment is even comparable to the enrichment 
in [19] or [16], but with slightly different shape functions. As we will see in Section 4, our choice provides the consistency 
of the gradients.

Remark 4 (Non-extended enrichment of finite element spaces). In contrast to most XFEM approaches the described enrichment 
does not lead to an extension of the domain across the boundary, since it introduces the degrees of freedom on the interface. 
In particluar, the enriching shape functions satisfy the Kronecker-delta property for the new nodes located on the interface.

It should be noted that T 1
h,Cut and T 2

h,Cut will not only consist of triangles or tetrahedrons, but also of quadrilaterals or 
hexahedrons, prisms and pyramids, respectively (see Section 5.3 for a detailed description of considered elements). As a 
consequence, for Vh = P1(Th) on Th the enriched space V∗

h on T ∗
h will contain not only linear but also multi-linear shape 

functions.

Step 2 – Re-association of the enriching degrees of freedom: For the re-association we consider the near-interface vertices
�xi ∈ X 2

h,Cut(= Xh ∩ P ) lying on cut elements and in P . Let T ∈ Th,Cut and (�x∗
k , �xi) = e ⊂ ∂T denote a part of an edge cut by 

the interface, i.e. k ∈ Ih,� , i ∈ I2
h,Cut. The mapping for the re-association will be formulated via the index set

IFT
i := {k ∈ Ih,� : (�x∗

k , �xi) = e ⊂ ∂T , T ∈ Th,Cut} ∀ i ∈ I2
h,Cut, (24)

(see Fig. 5b, 5c). Therefore, the set IFT
i contains all indices k ∈ Ih,� of vertices �x∗

k ∈ ∂ P which share their edge with the vertex 
�xi ∈ P . As depicted in Fig. 5b for two vertices �xi , �x j ∈ P it is |IFT| = 2, |IFT| = 3, i.e. it can contain more than one vertex 
i j
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Fig. 5. (a) Flat-top shape function; (b) associated control volumes Bi , B j for the vertices �xi , �x j of the velocity DoFs in P and (c) of pressure DoFs on �. It 
is IFT

j = {k − 2, k − 1, k} and IFT
i = {k + 1, k + 2}.

associated to the same vertex of X 2
h,Cut. By means of IFT

i we can adjust the enrichment functions ϕ∗
i for the near-interface 

vertices �xi ∈ P by simply summing up all enrichment functions associated to �xi which yields the shape function

δFT
i (�x) := ϕ∗

i (�x) +
∑

k∈IFT
i

ϕ∗
k (�x) ∀ i ∈ I2

h,Cut. (25)

In the case of |IFT
i | = 2 it follows directly from the summing up, that the adjusted δFT

i are constantly 1 on T ∩ P and in 
particular on the edge �h ∩ T (see Fig. 5a for the two dimensional case). Therefore, we denote the functions δFT

i as flat-top
(FT) functions. The locally enriched finite element space for particulate flow finally reads

VFT,∗
h := V f ,∗

h ⊕ span{δFT
i }i∈I2

h,Cut
.

Remark 5 (Flat-top representation of the solution). It should be noted that in the case of |IFT
i | > 1 the approximation of the 

solution on the interface is reduced. The flat-top function on a triangle cut by �h as depicted in Fig. 5a provides only 
piecewise constant approximation along the interface �h ∩ T . Furthermore, the control volumes get enlarged (see green and 
blue volumes in Fig. 5b). However, the global approximation will not be impaired: Due to the summing up of the original 
shape functions in (25) the solution is approximated by a bi-linear function inside the fluid, see Fig. 5a. Moreover, in the 
case of the variable U the local summing up is just in accordance with the construction of the final shape function, see (26).

By means of the remapping we constructed shape functions which are finally defined on the finite elements of the 
original mesh. We emphasize that the flat-top functions still possess their degrees of freedom exactly on the interface. 
Inspiration for that choice of shape functions was given by the work on a meshfree method of [38]. In meshfree methods 
the local approximation space gets multiplied by functions forming a PU. They are supposed to provide locality and global 
regularity. The purpose of the flat-top function is similarly a localization by projecting the numerical domain onto the 
physical domain of the fluid. Regularity was already proven in [23] (see also Section 6).

4.2. Imposing the rigid body motion constraint

So far we enriched the finite element space in order to capture the interface more accurately. The second task is a 
suitable imposition of the interface conditions (3). Regarding the definition (20) we can easily derive a boundary fitted 
version of the spaces V f

h , Vlin
h and Vrot

h based on the enriched space VFT,∗
h . Let Ih,P := {i ∈ Ih : �xi ∈ P , i /∈ I2

h,Cut} be the index 
set for vertices lying inside P and not near the interface. In analogy to (19) and inheriting the boundary fitted spaces, we 
define

ϕFT
Ph

(�x) :=
∑

i∈I2
h,Cut

δFT
i (�x) +

∑
i∈Ih,P

ϕi(�x), (26)

ϕFT,r
Ph

(�x) :=
∑

i∈I2
h,Cut

δFT
i (�x) ri +

∑
i∈Ih,P

ϕi(�x) ri . (27)

This yields

VRBM,∗ := V f ,∗ ⊕ VFT,lin ⊕ VFT,rot

h h h h
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with VFT,lin
h := span{ϕFT

Ph
ek}d

k=1, VFT,rot
h := span{ek × ϕFT,r

Ph
}d

k=1 and velocity space for the fluid V f ,∗
h := span{ϕ∗

i ek}d
k=1,i∈I1

h

which compared to V f
h in (18) especially contains the reduced shape functions near the interface.

The pressure space contains the flat-top functions for the degrees of freedom on the interface as well. They need to be 
reduced to the fluid domain by δFT

i,p |�h,1 := δFT
i and δFT

i,p = 0, else, which yields

PRBM,*
h := V f ,∗

h ⊕ span{δFT
i,p }i∈I2

h,Cut
.

By means of the mapping � : V∗
h → V∗

h the test spaces for the associated PG-FVM can be defined accordingly. We emphasize 
that due to the definition of δFT

i,p the related control volumes of the pressure variables on the interface only lie inside �h,1. 
Fig. 5c illustrates the according control volumes (being additionally enlarged along the interface due to the summation).

4.3. Numerical scheme – discretization in time

For the discretization of the time derivative an implicit Euler scheme is applied. The particles are modeled in a Lagrangian 
frame and the new location of the particles and the interface needs to be updated after each time step. The immersed 
boundary strategy in Section 2 was derived for a stationary interface. For a moving interface the solution is in general 
not continuous in time. A potential problem can arise if nodes within a particle will be part of the fluid grid in the next 
time step, also called freed nodes. Some discretization combining a sharp interface representation with a Eulerian grid suffer 
from oscillations in the solution due to that discontinuity, cf. [43], [6], [51], [42], [26]. Our scheme does not additionally 
account for that circumstance and interpolates the solution in freed nodes based on the trial space. Oscillations were only 
observed on coarse meshes and were damped fast under refinement, see Section 7.1. Regarding our numerical results this 
implementation near the interface is sufficient and did not have negative impact to the global discretization error. For higher 
Reynolds numbers and deformable interfaces this strategy presumably needs to be adapted.

4.4. Numerical scheme – discretization in space

We begin with the unconstraint Navier-Stokes equations defined on the whole domain �. Let

M∗ [u, p]T = f

be the unconstraint linear system w.r.t. the adaptively refined mesh T ∗
h , i.e. M∗ ∈RM×M and M := (d + 1)N , N := dim(V∗

h ). 
Since the adapted spaces VRBM,∗

h and PRBM,∗
h were derived from the standard shape functions of the enriched space V∗

h , the 
boundary fitted scheme for particulate flows will be formulated in the following subsections as some transformation of M∗ .

4.4.1. RBM-projection
In [23] the transformations were derived being necessary for the decomposition of the adapted space VRBM

h into Vlin
h and 

Vrot
h . The unconstraint velocity field gets projected onto a rigid body motion in P . For a detailed description we refer to [23]. 

Analogue transformations can be applied in case of VRBM,∗
h inheriting the discrete delta functions δFT

j on ∂ P , see (26), (27). 
We denote the resulting system by M∗

RBM.

4.4.2. Flat-top-mapping
For the velocity degrees of freedom the remapping from Lagrangian to Eulerian grid points according to (24) is already 

inherited in the global summations due to (26), (27). For the remapping of the pressure degrees of freedom simply a global 
projection matrix P satisfying P[k][i] = 1 for all i ∈ I2

h,Cut and k ∈ IFT
i needs to be applied as a post processing on M∗ . The 

discrete system for particulate flow finally reads

MFT,∗
RBM = PT M∗

RBM P.

4.5. Implementation details

The proposed enriched space P1(T ∗
h ) essentially forms the function space w.r.t. an interface adapted mesh T ∗ . We 

emphasize however, that in analogy to other extended finite element approaches, to avoid impaired efficiency we do not 
refine the mesh, but adapt the discrete scheme locally. The assembling of the discrete system can be performed w.r.t. the 
non-cut elements in two steps and based on standard algorithms as follows:

Step 1 – Standard assembling on cut reference elements: Algorithms for finite element schemes on unstructured meshes 
usually exploit the possibility to map each (unstructured) element of the mesh onto its reference element. The assembling 
of the discrete system therefore depends simply on the coordinates of the corners of an element. As a consequence, on each 
cut element T ∈ Th,Cut the same standard routines for unstructured elements can be applied for each cut part of the original 
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Fig. 6. Projection of the enriching function ϕ∗
k yields a shifted gradient. This shift is particularly relevant for the test space.

element. This simply requires calling these routines twice and with respect to the corresponding new coordinates. Moreover, 
we maintain local stencils and optimal convergence properties as will be illustrated by the numerical results. Furthermore, 
we can assume that for the sub-elements the discretization on the reference element is well defined, see Section 6.3. Of 
course, the resulting number of local equations is increased by the number of new enriching functions.

Step 2 – Re-mapping onto original DoFs: Due to the re-association in (24) the re-mapping of the enriching DoFs onto the 
DoFs of the vertices of the original mesh is simply done by summing them up.

5. Properties of the enriched space

In contrast to other immersed boundary methods, where the enriching functions are commonly chosen w.r.t. the original 
mesh, the function space P1(T ∗

h ) is chosen w.r.t. the mesh including nodes on the interface. The direct consequence is the 
Kronecker-delta property of the shape functions w.r.t. the interface and its implications will be explained in Section 5.2. 
First, we mention a further important property:

5.1. Partition of unity

By construction, the enriched spaces again form a partition of unity. The following remark emphasizes the importance 
of this property:

Remark 6 (Partition of unity). The PU property
∑
i∈I∗

h

ϕi(�x) = 1 ∀�x ∈ �

is a necessary and sufficient condition to guarantee mass conservation, see e.g. [28]. The standard finite element shape 
functions defined on the original mesh Th satisfy the PU property. After the introduction of the shape functions in the 
projected nodes the reduction step becomes necessary in order to preserve the PU property.

5.2. The Kronecker-delta property: consistency of the gradients

The request for the Kronecker-delta property of the enriching shape functions w.r.t. the interface together with the PU 
property has two implications for the gradients of both the enriching and the near-interface shape functions:

5.2.1. Projection instead of extension: consistency of the gradients of the test space
Using the shape functions w.r.t. the original mesh is often described as an extension of the domain across the interface 

(see e.g. [19]). On the continuously extended domain the common finite element analysis based on the standard spaces 
of the original mesh can be applied. However, the direction of the gradient will remain unchanged independently of the 
location of the interface. In contrast to that, the projection onto the interface due to ϕ∗

k (�xi) = δki yields a shift of the gradient. 
The comparison is depicted in Fig. 6. By means of the mapping � and association with the PG-FVM we argued in Section 4.1
that this shifting leads to consistent gradients of the test space in the sense of consistent normal forces.

5.2.2. Reduction instead of restriction: consistency of the gradients of the trial space
In order to satisfy the PU property for the whole enriched space, the projection of the enriching shape function requires 

that the shape functions ϕ j associated with near-interface vertices �x j ∈ � f be adapted as well. This adaptation was denoted 
by reduction of yielding the shape functions to satisfy the Kronecker-delta property w.r.t. the interface as well. That results 
in consistent gradients of the solution space in the following sense: For all �x j ∈X 1 , it is
h,Cut
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Fig. 7. Reduction of the near-interface function ϕ∗
j yields a shifted gradient. This shift is particularly relevant for the trial space.

ϕ∗
j (�x)|�h ≡ 0 =⇒ ∇ϕ∗

j ‖ nh,

with normal direction nh with respect to �h . As a consequence, the gradients of the degrees of freedom off the interface are 
directed normal to the interface (see Fig. 7a). This is consistent with the physical reality that only the normal components 
of forces matter for the interface dynamics. Fig. 7a again illustrates the shifting of the gradient of a reduced shape function 
ϕ∗

j associated to a vertex �x j ∈X 1
h,Cut in comparison to the original shape function ϕ j .

Remark 7 (Pressure oscillation in particulate flows). Previous to the development of the proposed enrichment scheme another 
approach was implemented following a ghost fluid technique. This approach could only provide a better approximation to 
the values at the interface without taking the gradients into account. Accordingly, the oscillations could not be reduced. In 
contrast, the enrichment strategy implies correct normals at the interface (see Fig. 7a). The numerical tests in Section 7.1
show that the derived enriched spaces lead to the elimination of the oscillations and therefore confirm the above argumen-
tation. This result is in accordance with the observations reported in [12]. Herein it was shown, that it is crucial to compute 
the curvature precisely in order to avoid parasitic currents.

5.3. Existence of a local finite element space on cut elements

A common problem of most cut element methods is the handling of the different variants of how an element T ∈ Th
can be cut into two elements, cf. [33], [9]. Most approaches aim to preserve the discrete scheme for the original nodes. You 
can either employ a non-local interpolation strategy or reduce the number of local unknowns. In fictitious domain methods, 
cf. [15], [1], [44], and similarly for ghost fluid methods, cf. [11], the number of unknowns on the interface coincides with 
the number of unknowns on T of the original grid. The solution space gets extended onto the whole element T across 
the interface. The main drawback is potential unphysical behavior of the solution since values outside the physical domain 
contribute to the dynamics of the system: In some XFEM methods numerical fluxes across the boundary arise as an artifact 
of the extension, cf. [27]. The main motivation for choosing the original space is of course that standard discretization can 
be applied. Besides that, the extended and restricted shape functions share their good properties with those defined on the 
whole element.

Our approach of projection and reduction assures optimal and stable local approximation properties as will be shown 
in Section 6. Appropriate nodal shape functions for �x∗

k ∈ Xh,� with its support on the elements T ∈ T j
h,Cut, j = 1, 2, need to 

be provided. For piecewise linear finite element spaces Vh := P1(Th) on simplicial triangulations suitable local spaces can 
be defined quite easily: In two dimensions the simplex is a triangle which gets cut into two triangles or a triangle and a 
quadrilateral on which a linear and bi-linear ansatz exists. In three dimensions the simplex is a tetrahedron and gets cut 
into combinations of tetrahedra, prisms and pyramids, see Fig. 8. For all these elements local shape functions of second 
order exist. The details on the local spaces used for our computations can be found in [45]. Our approach certainly will 
afford more effort for the definition of suitable local spaces on the cut elements, if the mesh contains also quadrilaterals or 
octahedrons in two or three dimensions, respectively. For all considered applications the simplicial grid was appropriate.

6. Numerical analysis

In this section we will derive theoretical results for the Galerkin FEM (7), (8) based on the enriched space VRBM,∗
h . Inf-sup 

stability was already proven in [23] for the unfitted space VRBM
h in (18). The proof can be similarly applied to VRBM,∗

h based 
on the enriched mesh T ∗

h .
Unfortunately, due to R(h) �= 0 in (17) for V∗

h containing multi-linear elements, the theoretical results for the FEM can 
not directly be transferred to the PG-FVM (11), (12). However, since the enriched mesh T ∗

h contains only a few multi-linear 
elements along the interface compared to the global number of elements, it is reasonable to assume that R(h) = O (h2) also 
holds for the associated PG-FVM. Therefore, we can at least state that the results derived in the following subsections (based 



S. Höllbacher, G. Wittum / Journal of Computational Physics 401 (2020) 109003 13
Fig. 8. Different cut elements for d = 3: (a)-(c) Categorization by the number of vertices and edges cut by the immersed interface.

on finite element theory together with the identification (16)) at least allow us to expect a similar convergence behavior for 
the PG-FVM. As we will see in Section 7 the numerical results for the PG-FVM confirm our reasoning.

6.1. Conditioning

In the case of a moving interface the distance between nodes and the interface can theoretically become infinitely small. 
Due to the projection and reduction step the finite element spaces are defined with respect to cut elements. Consequently, 
the shape-regularity of the mesh T ∗

h is not guaranteed (i.e. the existence of a constant κ > 0 independent of the location of 
the interface, s.t. hT /ρT ≤ κ , with hT and ρT being the circumcenter and incircle-radius of an arbitrary T ∈ T ∗

h ). That is a 
potential source of ill-conditioning of our discrete scheme. In order to preserve shape-regularity we simply re-define those 
points �x∗

k ∈ Xh,� whose distance to a point on the Eulerian mesh falls below a certain threshold. To formulate a suitable 
criterion for a re-definition we choose a lower bound D > 0 satisfying D < hmin, with hmin := min{hT : T ∈ Th} being the 
minimal circumcenter in the original grid. The re-definition then reads:

∀k ∈ Ih,� : If di,k := |�xi − �x∗
k | ≤ D for any �xi ∈ Th, then re-define �x∗

k := �xi . (28)

The adapted triangulation T ∗
h satisfies the condition hT /κ ≤ ρT . The proof can be found in [22]. The resulting discrete 

interface �h approximates � less accurate. However, for the choice of D := h2 < hmin, with h being the mean circumcenter 
of the given grid, we can conclude that the resulting piecewise planar interface �h satisfies

dist(�h,�) ≤ c h2.

In a later work we will show that the corresponding discrete scheme maintains optimal approximation order. A higher 
condition number in favor of a stable solution process for the linear system appears to be a valid strategy confirmed by the 
numerical simulations in Section 7.

In common XFEM approaches the ill-conditioning of the discrete system is similarly an issue. But in contrast to the 
shape-regularity above, already small but shape-regular cut elements are critical, since the small support combined with 
shape functions defined on the original mesh result in an almost-dependency between the enriched degrees of freedom. We 
emphasize that our projected and reduced shape functions (i.e. in particular not defined w.r.t. the original mesh) possess 
steeper gradients, which yields a natural stabilization on very small cut elements:

Remark 8 (Natural stabilization on small cut elements). The crucial role of the gradient of the projected and restricted shape 
functions was explained in Sections 5.2.1 and 5.2.2. Besides that, it provides a natural stabilization and therefore small cut 
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elements do not cause conditioning problems: For linear finite elements it is |∇ϕi |T = 1/hi (with hi being the height of T
w.r.t. �xi and the opposite edge) and therefore they scale inversely proportional to the area of the element.

The Hansbo-averaging is a strategy to handle the issue of ill-conditioning due to small support and other XFEM spaces. 
We want to mention it in order to contrast it to the proposed re-definition in (28):

Remark 9 (Hansbo-averaging). Formulations based on Nitsche’s method [32] introduce an averaging operator {·} to re-weight 
the shape functions on the cut elements by

{ϕ} := (κ1ϕ1 + κ2ϕ2)|�, ϕ j ∈ R j(Vh), (29)

with weights κ1 and κ2 satisfying κ1 +κ2 = 1 in order to preserve consistency of the discrete scheme. For T j := supp(ϕ j) ∩T , 
j = 1, 2, the so called Hansbo-averaging, cf. [19], defines κ j := T j/T . Hence, the weights depend on the size of the relative 
area of each sub-element which resembles the parameter di, j in (28). Other weighting strategies are defined in [21], [35], 
[49] likewise depending on the properties of the sub-elements.

Remark 10 (Neglection vs. redefinition). A weighting rule which defines κ1 := 0 and κ2 := 1 in (29) in the case of very small 
support, i.e. T1/T ≈ 0, corresponds to neglecting the presence of the interface on the cut element T . Optimal approximation 
of the solution can be preserved if a criterion for neglecting is defined suitably, cf. [35]. We however emphasize that the 
described re-definition in (28) resembles the strategy of neglecting but does not correspond to it: Consider the case of a 
two-dimensional triangle cut by the interface in such a way that after application of criterion (28) the whole triangle lies on 
one side of the interface. Therefore, the triangle will not be part of the enrichment. In contrast to neglecting the interface, 
the re-definition of the node leads to a slight displacement of the interface. In particular, also on the neighboring elements 
the shape of �h gets displaced. The essential consequence is the continuity of the interface across neighboring cut elements.

6.2. Coercivity

The coercivity of aFE(·, ·) on VRBM,∗
h directly follows from the coercivity of the continuous bilinear form. This directly 

implies the important advantage of our approach that no additional stabilization is needed which can cause numerical 
fluxes across the interface.

Remark 11 (Coercivity of aFV(·, ·)). Due to (17) the coercivity of the associated PG-FVM is potentially impaired only on the 
multi-linear elements. Based on our assumption that R(h) = O (h2) there exists a hFV > 0 and an according constant C(hFV)

such that the coercivity is satisfied with constant C(hFV) and for all h ≤ hFV.

6.3. Error analysis

A detailed error analysis for the enriched space will be presented in a later work where we consider the simpler problem 
of an elliptic equation with discontinuous coefficients. Therein we prove optimal convergence of the scheme. Since for sta-
tionary Stokes flow the operator is elliptic as well, we can at least partly refer to these results at this point. The convergence 
results provided by our numerical tests in Section 7.1 provide an experimental validation.

7. Numerical simulations

In this section we will present the numerical results. For the solution of the non-linear Navier-Stokes equations a fixed 
point iteration is used. For more details we refer to [31]. The arising linear systems have been solved with a geometric 
multigrid solver provided within the software framework UG4, [45], using ILU as smoother and a BiCGSTAB solver for the 
solution on the coarsest grid.

7.1. Convergence study – flow around a fixed cylinder

In accordance with the numerical studies in [23] we will first evaluate the performance of the derived scheme by 
studying its convergence properties. In [23] the convergence rates were impaired by the non-sharp scheme for the interface. 
The following computations show the improvement provided by the enriched spaces VRBM,∗

h and that the observed rates are 
optimal.

As in [23] we consider the well known benchmark of flow in a channel around a fixed cylinder as extensively studied by 
Schäfer and Turek [37]. For the two dimensional case a circle with radius r = 0.05 m and center at (0.2 m, 0.2 m) is placed 
in a channel with dimensions H × L = 2.2 m × 0.41 m. Dirichlet boundary conditions are given on the left and right parts 
of the outer boundary with a parabolic profile given by
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Fig. 9. Flow around a fixed cylinder: (a) boundary fitted mesh; (b) unfitted mesh.

Fig. 10. Magnitude of the velocity (color): (a) boundary fitted mesh; (b) unfitted mesh.

u(0, y) = 4y(H − y)

H2
Um, Um = 0.3

m

s
, v(0, y) ≡ 0.

On the upper and lower parts of the outer boundary usual no-slip conditions are applied. The prescribed velocity profile 
yields the mean velocity U = 2

3 u(0, H
2 ) = 0.2 m

s . For viscosity μ = 0.001 m2

s the Reynolds number of the fluid is Re = 2rŪ
ν =

20.
The computations were conducted on the mesh as shown in Fig. 9b. The red line indicates the immersed interface. Due 

to the setting of the benchmark the motion of the particle is prescribed to zero, i.e. U = ω = 0. Furthermore, we used the 
body fitted mesh of Fig. 9a for comparison of our results with reference computations of an exact interface representation. 
Plots of the computed velocity and pressure field for the fitted and immersed case are shown in Figs. 10a, 10b and Figs. 11a, 
11b, respectively.

7.1.1. Grid convergence
The rates of convergence were computed in the usual L2-norm by applying five regular grid refinements and comparing 

the solution computed on each grid with the solution on the next finer grid. Since the convergence is commonly impaired 
by non-linear effects the computations were additionally performed for the linear Stokes equations and identical fluid 
parameter. The results for the convergence rates for the linear and non-linear test cases are summarized in Tables 1 and 2. In 
the linear case the rates on the boundary fitted mesh show order two for the velocity and order one for the pressure for the 
linear case. This is in accordance with the investigations carried out in [31] for the stabilized finite volume scheme applied 
here. We measured comparable rates for velocity and pressure for our enriched scheme and the linear case, see Table 1b. 
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Fig. 11. Pressure (color): (a) the boundary fitted mesh; (b) the unfitted mesh.

Table 1
Grid convergence for the linear flow problem around a fixed cylinder: (a) boundary fitted mesh; (b) unfitted mesh with enrichment; (c) unfitted mesh 
without enrichment.

l # DoFs hl ‖u‖2 rl ‖v‖2 rl ‖p‖2 rl

1 3,222 1.55e−01 5.36e−03 – 1.13e−03 – 6.88e−04 –
2 12,396 7.76e−02 1.40e−03 1.933 3.03e−04 1.899 2.50e−04 1.460
3 48,600 3.88e−02 3.56e−04 1.978 7.83e−05 1.952 9.77e−05 1.355
4 192,432 1.94e−02 8.95e−05 1.992 1.99e−05 1.977 4.14e−05 1.240
5 765,792 9.70e−03 2.24e−05 1.997 5.01e−06 1.989 1.91e−05 1.118
6 3,055,296 4.85e−03 – – – – – –

(a) Convergence rates for the boundary fitted mesh in Fig. 9a.

l # DoFs hl ‖u‖2 rl ‖v‖2 rl ‖p‖2 rl

1 1,755 1.12e−01 7.35e−03 – 3.22e−03 – 6.78e−04 –
2 6,675 5.62e−02 1.85e−03 1.989 8.30e−04 1.954 2.54e−04 1.415
3 26,019 2.81e−02 4.59e−04 2.011 2.10e−04 1.980 1.10e−04 1.212
4 102,723 1.40e−02 1.15e−04 2.003 5.38e−05 1.968 5.12e−05 1.099
5 408,195 7.02e−03 2.86e−05 2.003 1.36e−05 1.983 2.48e−05 1.049
6 1,627,395 3.51e−03 – – – – – –

(b) Convergence rates for the unfitted mesh in Fig. 9b with enrichment.

l # DoFs hl ‖u‖2 rl ‖v‖2 rl ‖p‖2 rl

1 1,755 1.12e−01 1.06e−02 – 5.43e−03 – 1.42e−03 –
2 6,675 5.62e−02 3.62e−03 1.545 1.97e−03 1.436 5.55e−04 1.355
3 26,019 2.81e−02 1.49e−03 1.281 7.99e−04 1.306 2.70e−04 1.037
4 102,723 1.40e−02 5.75e−04 1.375 3.27e−04 1.290 1.11e−04 1.288
5 408,195 7.02e−03 2.51e−04 1.193 1.35e−04 1.272 5.60e−05 0.982
6 1,627,395 3.51e−03 – – – – – –

(c) Convergence rates for the unfitted mesh in Fig. 9b without enrichment.

That proves the optimal order also numerically. The convergence rates of the scheme without enrichment measured in [23]
are presented in Table 1c. In the linear case they show the reduced rates lying around 1.5 for the velocity and showing 
more irregular behavior for the pressure.

For the non-linear case all three schemes show an irregular behavior for the velocity rates. This can be traced back to 
the applied skewed upwind scheme for the convective terms. Similarly in all cases the rates for the pressure behave less 
regular. A possible reason for that can be the changing representation of the interface on the different grid refinements.

7.1.2. Oscillation of the pressure
Fig. 12(a)-(c) shows plots of the pressure values along the interface. For comparison Fig. 12(d)-(f) shows the results 

of [23] for the scheme without enrichment. The oscillations could successfully be eliminated. We emphasize that for the 
non-sharp computations the oscillation did not vanish under grid refinement and their frequency even increases. This obser-
vation was assigned in [23] to a local origin of the error on each element. With regard to Remark 7 the proposed enrichment 
leads to an elementwise local correction.
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Table 2
Grid convergence for the non-linear flow problem around a fixed cylinder: (a) boundary fitted mesh; (b) unfitted mesh with enrichment; (c) unfitted mesh 
without enrichment.

l # DoFs hl ‖u‖2 rl ‖v‖2 rl ‖p‖2 rl

1 3,222 1.55e−01 2.15e−03 – 6.85e−04 – 3.90e−04 –
2 12,396 7.76e−02 6.57e−04 1.713 2.00e−04 1.776 1.67e−04 1.228
3 48,600 3.88e−02 2.07e−04 1.663 7.98e−05 1.362 1.10e−04 0.605
4 192,432 1.94e−02 6.38e−05 1.702 3.51e−05 1.184 5.41e−05 1.019
5 765,792 9.70e−03 1.85e−05 1.782 1.28e−05 1.462 2.25e−05 1.264
6 3,055,296 4.85e−03 – – – – – –

(a) Convergence rates for the boundary fitted mesh in Fig. 9a.

l # DoFs hl ‖u‖2 rl ‖v‖2 rl ‖p‖2 rl

1 1,755 1.12e−01 6.88e−03 – 4.11e−03 – 2.61e−03 –
2 6,675 5.62e−02 3.35e−03 1.039 1.80e−03 1.192 1.09e−03 1.263
3 26,019 2.81e−02 6.21e−04 2.430 3.73e−04 2.270 1.88e−04 2.530
4 102,723 1.40e−02 1.42e−04 2.129 9.33e−05 2.000 5.38e−05 1.805
5 408,195 7.02e−03 3.59e−05 1.982 2.47e−05 1.920 2.38e−05 1.175
6 1,627,395 3.51e−03 – – – – – –

(b) Convergence rates for the unfitted mesh in Fig. 9b with enrichment.

l # DoFs hl ‖u‖2 rl ‖v‖2 rl ‖p‖2 rl

1 1,755 1.12e−01 1.40e−02 – 6.66e−03 – 2.85e−03 –
2 6,675 5.62e−02 4.18e−03 1.741 3.29e−03 1.019 1.39e−03 1.032
3 26,019 2.81e−02 1.59e−03 1.395 1.29e−03 1.347 5.12e−04 1.443
4 102,723 1.40e−02 6.34e−04 1.326 5.42e−04 1.254 2.06e−04 1.311
5 408,195 7.02e−03 2.88e−04 1.136 2.16e−04 1.330 8.45e−05 1.287
6 1,627,395 3.51e−03 – – – – – –

(c) Convergence rates for the unfitted mesh in Fig. 9b without enrichment.

Table 3
Pressure difference �p as in ((30)); reference values, cf. [24].

l �p fitted �p unfitted + enr �p unfitted

1 1.1718e−01 9.9221e−02 7.1641e−02
2 1.1702e−01 1.0593e−01 1.0160e−01
3 1.1724e−01 1.1327e−01 1.0873e−01
4 1.1735e−01 1.1541e−01 1.1238e−01
5 1.1742e−01 1.1652e−01 1.1441e−01
6 1.1747e−01 1.1705e−01 1.1574e−01

Reference 1.1752e−01

In order to further investigate the quality of the pressure solution the difference

�p(x, y) := p(0.15,0.2) − p(0.25,0.2) (30)

between the front and back point of the interface was evaluated. A comparison with the reference [24] and with the 
according results in [23] without enrichment is shown in Table 3.

7.2. Validation of the translational component – sedimenting particle

For the validation of the translational component U of a particle we conducted the test problem of a sedimenting particle 
falling (infinitely long) under gravity in a channel of width D . The problem was already examined in [23]. The computed 
stationary (long term) solution is the terminal velocity U(r) = (0, U term(r))T which the particle reaches in its equilibrium 
between friction and gravitational acceleration. Because of the finite width D of the channel an additional so called wall-force
F w acts on the particle. Since F w depends on the relation 2r

D (blockage ratio) the terminal velocity U term(r) will depend on 
r and D as well. There exist different asymptotic solutions for the wall force F w in the literature. For the case of a two 
dimensional channel we choose

Fw(2r, D) := − ln
(2r

D

)
− 0.9157 + 1.7244

(2r

D

)2 − 1.7302
(2r

D

)4 + O
((2r

D

)6)
,

U term(r) := (ρP − ρ f ) g r2

4μ
Fw(2r, D), (31)

as asymptotic solution, see [47], with gravitational acceleration g , density of the particle ρP and the density and viscosity 
of the fluid ρ f and μ. For fixed channel width the validated value U term(r) only depends on the radius.
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Fig. 12. Pressure along the interface γ (θ) := 0.05 ( cos(θ), sin(θ) )T for different grid refinements. (a)-(c) no oscillations for the unfitted scheme with en-
richment; (d)-(f) oscillations for the unfitted scheme without enrichment.

The numerical tests were conducted on an unstructured mesh with dimensions H × L = 2 × 6. Simple no-slip Dirichlet 
conditions on the outer boundary are applied. We tested the quality of the approximation by varying the radius r of the 
particle between 0.02 and 0.55. The results for different levels of refinement are plotted in Fig. 13. For radii ≤ 0.3 the 
computed solution of the terminal velocity is in good agreement with the asymptotic solution indicated by the black line 
in Fig. 13a and nicely converges towards it. Since the analytical solution is only asymptotically valid, i.e. for a sufficiently 
small radius, the distance between numerical and analytical solution increases for radii > 0.3. The according plots for the 
quantities Ux(r) and ω(r) are depicted in Fig. 13b and 13c. For comparison with the scheme without enrichment the 
corresponding results are shown in Fig. 14 based on the computations presented in [23]. The decreased accuracy can be 
observed and moreover, the unsteady course of the graph for the coarsest level 3 of Fig. 14 reveals a high dependence of 
the approximation quality on the radius, i.e. the position of the interface with respect to the grid.

Table 4 shows the discrete l2-norm

εUy :=
√√√√ 1

Nr

Nr∑
i=1

[U term(ri) − Uy(ri)]2, (32)

εUx :=
√√√√ 1

Nr

Nr∑
i=1

Ux(ri)
2, εω :=

√√√√ 1

Nr

Nr∑
i=1

ω(ri)
2, (33)

of the errors for all quantities Uy(r), Ux(r) and ω(r). It is ri+1 − ri = 0.01 and Nr denotes the number of radii ri ∈ [0.02; 0.3], 
i = 1, ..., Nr for which the test problem was computed. As derived in [23] at least two vertices are required within P . 
Therefore, the admissible minimal radius and along with it the number Nr differ on each grid level. Table 4 shows that 
the error decreases under refinement. Again, we also added the results for the case without enrichment presented in [23]
showing a minor accuracy. It should be emphasized that the error is averaged over several radii. Since the quality of the 
approximation of the interface changes for each radius with respect to a given fixed refinement level of the grid, these 
measurements are not suitable to investigate the convergence properties of the scheme.

7.3. Validation of the angular component – rotating particle in linear shear flow

For the validation of the angular component of the particle velocity we conducted the simulation of linear shear flow 
between two walls in 2 and 3 dimensions. The particle is placed in the middle between two walls with distance D which 
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Fig. 13. Particle velocities for varying radius r and different levels l of grid refinement.

Fig. 14. Falling velocity Uy(r) without enrichment, cf. [23], for varying radius r and different levels l of grid refinement and asymptotic solution (black line), 
see (31).

Table 4
L2-error for Uy , Ux and ω, see (32), (33).

l # DoFs With enrichment Without enrichment

εUy εUx εω εUy εUx εω

3 11,607 1.092e−02 9.159e−04 7.301e−03 2.762e−02 1.125e−03 1.447e−02
4 47,211 1.199e−02 2.642e−04 1.991e−03 2.063e−02 4.726e−04 4.843e−03
5 190,419 8.973e−03 1.045e−04 7.748e−04 1.303e−02 1.582e−04 1.866e−03

move in opposite directions to each other. For a shearing velocity uS of one wall (and −uS of the opposite wall, respectively) 
the uniform share rate in the steady state is given to S := 2

d uS which yields a terminal angular velocity ω = 0.5 S of 
the particle. Thus, it is appropriate to conduct the computations in a dimensionless setting. We apply Dirichlet boundary 
conditions on the outer boundary with uS and −uS on the shearing walls and the corresponding linear profile along the 
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Fig. 15. Computational domain for linear shear flow simulations in 2 and 3 dimensions.

Fig. 16. Time evolution of the angular velocity of a particle in linear shear flow with different radii for 2d computations (left) and 3d computations (right).

remaining walls. The dimensions of the channel are 6 × 4 and 6 × 4 × 4 which gives D = 4. For uS := 0.02 the analytical 
solution for the particle is ω = 0.005. Furthermore, we choose the parameter ρ f = ρP = 1.0 and μ f = 0.01 in accordance 
with Wan and Turek [48] and Krause and Kummer [26] who conducted the same tests for the 2-dimensional case. As in 
[48] and [26] we will run the simulation for different particle sizes.

7.3.1. 2D-case
The simulations were conducted on the unstructured grid as depicted in Fig. 15 (left) with 419 715 degrees of freedom 

and the different radii r = 0.3, r = 0.6 and r = 0.9. The left column of Fig. 17 shows snapshots of the solution for r = 0.3. The 
time evolution of the angular velocity for all three radii is plotted in Fig. 16 (left). The time until it reaches its equilibrium 
lies around t ≈ 200. This is in good agreement with [48]. In addition, a reference simulation without particle yielded a 
comparable time range.

The different radii cause different dynamics of the particle: For bigger particles the angular velocity deviates to a greater 
extent from the shear rate of the surrounding fluid. Presumably the smaller distance between particle and wall leads to a 
greater disturbance of the flow field. The same relation between radius and terminal velocity was observed in [48] and [26]. 
In contrast to their computations however, we observe a faster increase in rotation for bigger particles during the initial 
phase. Since no experiments can serve for comparison, we at least want to argue that again the smaller distance of bigger 
particles to the walls enables a faster transfer at the onset of the motion. Since the densities of the two phases were chosen 
identically, inertial effects can be largely excluded.

7.3.2. 3D-case
The 3-dimensional computations were performed on the unstructured grid as depicted in Fig. 15 (right) with 157 956

degrees of freedom and the different radii r = 0.15, r = 0.3 and r = 0.45. The right column of Fig. 17 shows snapshots of the 
solution for r = 0.3. The time evolution of the angular velocity for all three radii is plotted in Fig. 16 (right). In accordance 
to the 2-dimensional case the time until it reaches its equilibrium lies around t ≈ 200.

Again, the different radii cause different dynamics of the particle. However, they differ from the dynamics observed 
for the 2-dimensional tests: First of all, as to be expected for bigger particles, their acceleration at the onset of the wall 
movement is faster than for smaller particles. The same behavior was already observed in 2 dimensions. However, the 
relation between radius and terminal velocity is inverted. A possible explanation is the surface-to-volume-ratio which is 
Ad/Vd = d r−1, with radius r and d = 2, 3 for the spatial dimension, respectively. Therefore, in 3 dimensions the relative 
surface is bigger. Since the transfer of forces is mediated by the surface, we argue that the disturbance due to the wall has 
smaller effect in the 3-dimensional case.

7.4. Instationary benchmark of a sedimenting particle

A very famous benchmark test for particulate flow is the sedimentation of a particle. It has been studied in the literature 
for 2 dimensions by Wan and Turek [48], Blasco et al. [5], Krause and Kummer [26] and for 3 dimensions by ten Cate 
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Fig. 17. Magnitude of the velocity (color) and streamlines for a rotating particle in 2 dimensional (left column) and 3 dimensional (right column) linear 
shear flow.

et al. [39]. Beside the terminal velocity, being already studied in Section 7.2, the acceleration and deceleration account for a 
suitable coupling in time. Our fully-implicit scheme was applied to both scenario.

7.4.1. 2D-case
One sedimenting circular particle: The benchmark was already studied for our scheme without enrichment, cf. [23]. 

We will compare the different results. The computational domain is a channel with dimensions H × L = 2 × 6 as for the 
stationary case in Section 7.2. As parameter for the particle and the fluid we set r = 0.125, ρP = 1.25, ρ f = 1.0 and μ = 0.1. 
No-slip Dirichlet conditions are applied on the outer boundary and initially the particle is at rest and at position (1, 2). For 
comparison of our results we refer to [13]. The same computations were also carried out by Wan and Turek [48], Blasco 
et al. [5] and Krause and Kummer [26].

The benchmark was computed for 4 refinement levels l = 3, ..., 6. The time step was refined accordingly ranging from 
�t = 1 · 10−2 to 1.25 · 10−3.

Fig. 19 shows snapshots of the computed velocity field on grid level 5 for different points in time. Fig. 18 shows the 
temporal evolution of the y-component of the translational velocity and the y-coordinate of the center of mass. The dashed 
lines indicate the reference value U term = 5.5392 according to [13]. The bad resolution of the interface on the coarsest level 
leads to oscillations in the falling velocity Uy(t). The same behavior was already observed in [23] for the scheme without 
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Table 5
Terminal velocity and Reynolds number of a sedimenting 
particle and reference, cf. [13].

l # DoFs Uterm Re

3 11,607 5.4164 16.93
4 47,211 5.4941 17.17
5 190,419 5.5441 17.33
6 771,171 5.5611 17.38

Reference 5.5392 17.31

Fig. 18. Time evolution of a sedimenting particle; (b) illustrates the stable phase of the particle at rest.

enrichment. However, already on level 4 the velocity evolves smoothly, in contrast to the previous results. Under refinement 
the terminal velocity converges to the reference value. The exact data is summarized in Table 5 together with the Reynolds 
number derived from the terminal velocity. For the computation of U term the values of Uy(t) were averaged within the time 
interval [0.4, 0.6]. The Reynolds number is also in good agreement with those computed in [13], Re = 17.31, in [48], Re =
17.15 and in [5], Re = 17.34.

It should be emphasized that not only the terminal velocity itself but also the whole time evolution of the falling velocity 
is in good agreement with those computed in [48] and [5]. The important features of a fast accelerating and decelerating 
phase are captured well by our fully-coupled scheme. In particular, the deceleration runs without overshoot across the 
ground. That can be attributed to an efficient coupling between the particle degrees of freedom and those at the outer 
boundary. Of course a suitable size of the time step is necessary. However, we want to recall that no additional repellent 
forces were applied. Many discrete scheme implement a collision force commonly depending on the distance to the wall 
to avoid a collision of the immersed boundary with the ground, cf. [15], [48], [44], [46], [1], [5], [51] and [26]. Finally, the 
simulation reaches a stable equilibrium in which the particle stays at rest.

A further quality of our scheme is a certain conservative property: Since solving the coupled system of particle and fluid 
is conducted in one single step without application of a time splitting scheme the interaction forces are instantaneously 
exchanged between fluid and particle without loss of momentum. After acceleration has stopped and before the particle 
gets decelerated by the ground the particle is in full equilibrium and falls with constant velocity. Our scheme can reproduce 
that since for t ∈ [0.3, 0.7] the graph follows a horizontal line as would be expected. Therefore, the particle is also in a 
numerical equilibrium.
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Fig. 19. Sedimenting particle at Re ≈ 17: Magnitude of the velocity (color) and streamlines for different times computed on level l = 5.

Finally, we studied the convergence of our scheme. For this purpose, we evaluated the L2-error

εUx :=
√√√√ 1

Nt

Nt∑
i=1

Ux(ti)
2, εω :=

√√√√ 1

Nt

Nt∑
i=1

ω(ti)
2 (34)

for the horizontal and rotational velocity whose analytical solution is zero. We considered the period of T = 1.5s and 
therefore Nt := T /�t denotes the number of time steps taken into account for the averaging. It is ti+1 = ti +�t . The results 
are summarized in Fig. 20. Due to a sufficiently small time step we can observe a rate near to second order.

Three sedimenting circular particles: As mentioned in the introduction of Section 2.1, it is straight forward to include 
further particles into the discretization scheme. Beyond the benchmarks for validation, we shall present a more dynamical 
scenario. We simulated three identical particles with Reynolds number Re ≈ 270.

The computational domain is the same as for the single falling particle. The fluid density and viscosity is ρ f = 1.0 and 
μ = 0.01. As parameter for all three particles we set r = 0.09 and ρP = 1.5. No-slip Dirichlet conditions are applied on the 
outer boundary and initially the particles are at rest and at the positions (1.1, 1.0) for particle 1, (0.6, 1.4) for particle 2 and 
(1.5, 2.0) for particle 3, i.e. numbered by their positioning in y-direction. The test scenario was computed for 3 refinement 
levels l = 4, 5, 6. The time step was refined accordingly ranging from �t = 1 · 10−3 to 2.5 · 10−4.

Figs. 21(a)-(c) show respectively the temporal evolution of the y- and x-coordinate of the center of mass and the 
y-component of the translational velocity. The blue curves represent particle 1, which is falling behind the two others. 
We expect that its motion is influenced most by the turbulence induced by the motion of the other particles. Accordingly, 
its x-coordinate and velocity oscillates, as depicted in Fig. 21(b), (c). Fig. 22 shows snapshots of the computed velocity field 
on grid level 6 for different points in time. The first two snapshots are taken just before and after the first peak of the blue 
curve in Fig. 21(b). The last two snapshots are taken just before and after the third peak.

In order to demonstrate the grid convergence, the velocities of the three particles depicted in Fig. 21(c) are reploted 
in Figs. 21(d)-(f), but separately for each particle and for different refinements. We want to mention the slightly differing 
behavior of the oscillating particle 1 (see Fig. 21(d)) on the coarsest level 4 compared to level 5 and 6, indicating that the 
physics are not yet resolved correctly.

The maximal velocity |Uy | ≈ 10 yields a Reynolds number Re := 2rρP |Uy |/μ ≈ 270.

7.4.2. 3D-case
For the 3-dimensional benchmark numerical simulations and experimental data are provided by ten Cate et al. [39] and 

will serve for the validation. The computational domain is a channel with dimensions 0.1 m × 0.1 m × 0.16 m. A sphere 
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Fig. 20. L2-error for Ux(t) and ω(t), see ((34)).

Fig. 21. Time evolution of three sedimenting particles; (a)-(c) y- and x-coordinate of the center of mass and the y-component of the translational velocity 
Uy(t) for all three particles; (d)-(f) y-component of the translational velocity Uy(t) of each particle separately and for all three levels of refinement.

with radius r = 0.075 m and density ρp = 1.120 kg
m3 is placed at position (0.05 m, 0.05 m, 0.12 m) for its center and is 

initially at rest. The parameter for the fluid are ρ f = 970 kg
m3 and μ = 373 N s

m2 for the dynamic viscosity, in accordance with 
[39].

The computations were performed on a structured, simplicial mesh on 3 refinement levels l = 2, 3, 4 and with accord-
ingly refined time step size �t = 4 · 10−3 s, �t = 2 · 10−3 s and �t = 1 · 10−3 s. Fig. 24 shows snapshots of the magnitude 
of the velocity computed on level 4. The evolution of the falling velocity Uy and the y-coordinate of the particle center over 
time are plotted in Fig. 23. The reference by [39] for the terminal velocity (U term = 0.038 m

s ) is marked by the horizontal, 
dashed line. As already described in detail for the 2-dimensional test case, the different phases of acceleration, equilibrium 
and deceleration are captured well. Also the final state of a resting particle is depicted in the prolonged plot of Fig. 23b. 
Since the resolution of level 2 does not provide a good approximation, the velocity is very unsteady in time. However, 
the oscillations get smoothed out under refinement. The L2-error for the remaining velocity components of the particle is 
summarized in Table 6.
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Fig. 22. Three sedimenting particles at Re ≈ 270: Magnitude of the velocity (color) and streamlines for different times computed on level l = 6.

Fig. 23. Time evolution of a sedimenting sphere; (b) illustrates the stable phase of the particle at rest.
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Table 6
L2-error for Ux , Uz , ωx , ωy and ωz , see (34).

l # DoFs εUx εUz εωx εωy εωz

2 28,900 1.295e−03 1.159e−03 1.313e−02 1.955e−02 1.921e−02
3 213,444 1.036e−03 9.332e−04 1.581e−02 1.848e−02 1.442e−02
4 1,639,300 4.352e−04 3.269e−04 5.841e−03 5.358e−03 6.368e−03

Fig. 24. Sedimenting sphere: Magnitude of the velocity (color) and streamlines for different times.

8. Conclusions

The motivation for the development of the described immersed boundary method was the elimination of pressure os-
cillations as observed in earlier particulate flow simulations, cf. [23]. Since previous implementations employing ghost fluid 
techniques could not eliminate the oscillations, the developed method was aimed to approximate the gradient and along 
with it the direction of the normal forces acting on the interface with higher accuracy. The formulation as Petrov-Galerkin 
FVM enabled the derivation of suitably enriched spaces. Furthermore, by means of the identification (16) we could derive 
the according Galerkin FEM which simply turned out to be a FEM on the adaptively refined mesh T ∗

h .
The interpretation of the FEM as Petrov-Galerkin FVM and the adaptation of the test space therefore yields an appro-

priate weak formulation of the boundary conditions. This proceeding was already exploited for the formulation of the RBM 
constraint derived in [23]. We emphasize that for both tasks - which is in [23] the imposition of the special boundary 
condition of RBM on ∂ P and in this work the formulation of a boundary condition on an immersed interface – a new
conditional equation was derived. In contrast, common approaches usually utilize the given equation for the boundary con-
dition and derive the weak formulations from it: For example, the weak formulation of Nitsche [32] directly test the given 
boundary equations by means of ( [α∇u · n], v )� = 0 and the weak form in Glowinski et al. [15] introduces the equation 
( u − [U + ω × r(�x)], μ ) = 0. The key of our approach is the suitable adaptation and extension of the test space which 
naturally generates new and physically meaningful conditioning equations.

In summary, a finite volume formulation can on the one hand facilitate the formulation of given boundary forces. On 
the other hand, finite element theory provides tools for the construction of mathematically favorable schemes. As already 
pursued by the introduction of rotational spaces in [23] the strategy of combining both approaches can be useful in order 
to construct good numerical schemes.

Since the forces along an immersed boundary become even more relevant in the case of deformable interfaces, the next 
step will be the application of the derived approach to problems with more than one liquid phase.
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