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Abstract

Nanocarbon structures, such as fullerenes and nanotubes, have generated

considerable interest and research, due to their unique properties and poten-

tial applications. In this thesis, we present a study of the phase transition

properties of nanocarbon clusters—in particular, we pay special considera-

tion to fullerenes. The work presented in this thesis is largely theoretical and

computational in nature, employing as a tool, molecular dynamics simula-

tions to probe the dynamic stability of fullerenes and associated nanocarbon

structures such as graphenes and nanotubes.

We have investigated the phase transition of buckminsterfullerene C60,

corresponding to a topologically-free (TF) and a topologically-constrained

(TC) model. The TF case was constructed using the Tersoff potential, while

the TC model is based on a novel forcefield that we have developed: the

Topologically-constrained forcefield. We have explored the phase transition

properties of both models within different simulation volumes and for differ-

ent lengths of simulation times. The TF-C60 was observed to experience a

first-order phase transition in a simulation volume of 1.25 × 108Å3; while a

second-order phase transition was observed when the simulation volume was

reduced to 8×103Å3. In both cases, the TF-C60 exhibited transformations to

a series of carbon phases prior to multifragmentation at high temperatures.

The TC-C60, in contrast, did not show transient phase transformations

prior to multifragmentation. However, in the smaller simulation volume, the

TC-C60 undergoes a dynamic phase coexistence, where the fullerene is seen

to continuously fragment and reassemble back into the fullerene cage. Hence

the TC-C60 and carbon gas state effectively coexists at the phase transition

temperature. Based on these results, we have constructed a statistical me-
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chanics model to correspond the conditions of the dynamic phase coexistence

of C60 to the generalised pressure and temperature conditions in typical arc-

discharge experiments. Nevertheless, the correspondence is quite idealised

due to the complex nature of the experimental conditions.

Furthermore, we have studied the phase transitions in fullerenes C32 to

C540, where we have shown that the fragmentation pathways within the

simulations are different for fullerenes smaller and bigger than C70. Small

fullerenes were shown to transform into transient graphene phases before

multifragmentation to the carbon gas phase. Whereas no such phase were

observed for the larger fullerenes. Such a behaviour may be attributed to

entropic factors which would make transformation to the graphene phase

unlikely.

Additionally, we have also investigated the phase transitions of a cluster

of 240 carbon atoms in the form of a fullerene, buckybowl, C60@C180 carbon

onion, graphene and an uncapped (10,10) nanotube. In this study, we have

found that the carbon onion, nanotube and buckybowl structures transform

into a fullerene before a phase transition to carbon gas. Graphene, on the

other hand, showed no transformation to other phases prior to fragmentation,

allowing one to surmise that it follows a different fragmentation pathway.

Finally, we have studied the interaction of carbon with a metal nanoclus-

ter, Ni147. Specifically, we investigate how the melting temperature of the

nickel cluster is affected by the presence of a carbon atom or a C2 molecule.

We also investigate the diffusion of the carbon impurity within the nickel

nanocluster. This question is relevant because, during the nanotube growth

process, it is thought that the carbon atoms may migrate into the metal nan-

ocluster, causing “poisoning” of the catalytic particle and halting the growth

process of the nanotubes. Thus, knowledge of the specific role of a carbon

impurity in the Ni catalytic nanoparticle may ascertain whether the carbon

nanotube structure and its growth kinetics can be controlled. Moreover, un-

derstanding how the metal nanocluster reacts with the carbon impurity will

help shed light on controlling the production yields of higher fullerenes.



Kurzfassung

Das Thema dieser Dissertation ist die Erforschung der Phasenübergänge

der Kohlenstoff-Nanostrukturen, wobei den Fullerenen besondere Beachtung

geschenkt wird. Der Grossteil der Ergebnisse basiert auf Theorie und Com-

putersimulationen, wobei Molekulardynamische Simulationen genutzt wer-

den um dynamische Stabilität der Fullerene und verwandter Systeme wie

Fullerene, Nanoröhrchen und “Nanoschsselchen” zu untersuchen.

In dieser Dissertation werden die offenen Problemstellungen der Entste-

hung und des Zerfalls der Fullerene als Phasenübergang in Anriff genom-

men, wobei insbesondere der Phasenübergang des Buckminsterfullerens C60

in topologisch-selektiven und topologisch-freien Modellen untersucht werden.

Das topologisch freie Modell wurde mithilfe des Tersoff Potentials entwick-

elt, wogegen fúr das topologisch selektive Modell ein neuartiges Kraftfeld

entwickelt wurde: Das topologisch selektive Kraftfeld [1]. In beiden F̈llen

wurden die Eigenschaften der Phasenübergänge bei unterschiedlichen Simu-

lationsvolumen und unterschiedlicher Simulationsdauer untersucht.

Aufbauend auf diesen Ergebnissen wurde ein statistisches Modell en-

twickelt, das die Bedingungen der dynamischen Phasenkoexistenz mit den

Umgebungsbedingungen – Druck und Temperatur – bei Bogenentladungen in

Zusammenhang bringt und es einem ermöglicht den Temperatur- und Druck-

bereich in dem der Phasenübergang beobachtet weden kann abzuschätzen.

Allerdings sollte beachtet werden daß bei diesem statistischen Modell von

einem lokalem Gleichgewicht ausgegangen wird und diverse Details der Be-

dingungen im Experiment, wie Temperaturgradienten und geladene Teilchen

vernachlässigt wurden.

Ausser den Buckminsterfullerenen wurden auch Phasenübergänge in an-
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deren Fullerenen, von C32 bis C540 untersucht. Die Molekulardynamischen

Simulationen deuten darauf hin daß die grösseren Moleküle stabiler als C60

sind, was damit im Einklang steht daß die höheren Fullerene grössere Bindung-

senergien als C60 haben. Daher scheint es als reichen die thermydynamischen

und energetischen Kriterien nicht aus, die besondere Stabilität von C60 zu

beschreiben, wie sie in diversen Experimenten beobachtet wurde – insbeson-

dere der hohe Anteil von C60 in den Methoden zur Erzeugung von Fullere-

nen. Zudem wurde in den Simulationen beobachtet daß sich Zerfallswege der

Fullerene die grösser als C70 sind sich von den Zerfallswegen der kleineren

Fullerene unterhalb von C70 unterscheiden. Kleinere Fullerene wandeln sich

vor der multiplen Fragmentierung zum Kohlenstoff Gas in Graphenstruk-

turen um wogegen es bei grösseren Fullerenen keine Anzeichen für derartige

Übergangsphasen gibt. Ein dertatiges Verhalten lässt sich durch die En-

tropie der entarteten Konfigurationen erklären, die die Wahrscheinlichkeit

eines Übergangs in die Graphenstruktur verringert.

Zusätzlich wurden auch die Phasenübergänge in Clustern von 240 Kohlen-

stoff Atomen untersucht, die die Struktur eines Fullerens, eines Nanoschüssel-

chens, einer C60@C180 Nanozwiebel oder eines offenen (10,10) Nanoröhrchens

annehmen können [2]. Wie in Abbildung 2 beispilhaft zu sehen ist hat diese

Untersuchung ergeben daß die Nanozwiebel, das Nanoschüsselchen und das

Nanoröhrchen zuerst in ein Fulleren über gehen. Bei Graphen konnten allerd-

ings keine Übergangsphasen vor der Fragmentierung beobachtet werden, we-

shalb sich vermuten lässt das es sich hierbei um einen anderen Zerfallsweg

handelt.



Zusammenfassung

Als Cluster bezeichnet man begrenzte Ansammlungen von Atomen oder

Molekülen die durch die Wechselwirkungen zwischen Atomen gebunden sind.

So gibt es diverse verschiedene Cluster, wie metalische und van der Waals

Cluster, Graphene oder Fullerene. Unterschiedliche Cluster sind sehr ver-

schieden geometrisch aufgebaut und können aus nur wenigen Atomen oder

auch zehntausenden Atomen bestehen [3].

Daher können Cluster als eine Brücke zwischen Atomen und der gewöhn-

lichen kondensierten Materie betrachtet werden. Dementsprechend haben sie

einzigartige Eigenschaften und es besteht großes Forschungsinteresse darin

zu untersuchen wie ihre Eigenschaften im Zusammenhang mit ihrer Größe

stehen, insbesondere mit Blick auf mögliche Phasenübergänge [4–11].

Diese Herausforderung den Übergang zwischen Quantenobjeten und klas-

sischen Objekten zu verstehen ist nach wie vor eine der grundlegensten Mo-

tivationen in der Clusterphysik.

Ausserdem gibt es signifikante überschneidungen zwischen der Cluster-

physik und der Nanotechnologie, insbesondere der Herstellung und Bear-

beitung von Nanostrukturen und Nanomaschinen. Daher ist aufgrund ihrer

potenziellen Anwendungen grosses Interesse in Kohlenstoff-Nanostrukturen,

z.B. Fullerene und Nanoröhrchen, entstanden.

Das Thema dieser Dissertation ist die Erforschung der Phasenübergänge

der Kohlenstoff-Nanostrukturen, wobei den Fullerenen besondere Beachtung

geschenkt wird. Der Grossteil der Ergebnisse basiert auf Theorie und Com-

putersimulationen, wobei Molekulardynamische Simulationen genutzt wer-

den um dynamische Stabilität der Fullerene und verwandter Systeme wie

Fullerene, Nanoröhrchen und “Nanoschsselchen” zu untersuchen.

vii



viii

Wegen seiner einzigartiken Struktur und Eigenschaften ist das Buck-

minsterfulleren seit seiner Entdeckung in 1985 [12] eines der faszinieren-

sten Forschungsobjekte. Trotz 25 Jahren intensiver Forschung wirft das

C60 Molekül noch viele offene Fragen auf. So ist noch nicht viel über die

Entstehung, die Stabilität, Energieabsorbierung und darauffolgende Energie-

verteilung im Molekül bekannt. Ein besonders langanhaltener Streitpunkt

beinhaltet das Mysterium der Entstehung von Fullerenen.

In dieser Dissertation werden die offenen Problemstellungen der Entste-

hung und des Zerfalls der Fullerene als Phasenübergang in Anriff genom-

men, wobei insbesondere der Phasenübergang des Buckminsterfullerens C60

in topologisch-selektiven und topologisch-freien Modellen untersucht werden.

Das topologisch freie Modell wurde mithilfe des Tersoff Potentials entwick-

elt, wogegen fúr das topologisch selektive Modell ein neuartiges Kraftfeld

entwickelt wurde: Das topologisch selektive Kraftfeld [1]. In beiden F̈llen

wurden die Eigenschaften der Phasenübergänge bei unterschiedlichen Simu-

lationsvolumen und unterschiedlicher Simulationsdauer untersucht.

Im Fall des topologisch freien C60 wurde bei einem Simulationsvolumen

von 1.25 × 108Å3 ein Phasenübergang erster Ordnung beobachtet, wogegen

nach einer Reduktion des Volumens auf 8×103Å3 ein Phasenübergang zweiter

Ordnung beobachtet wurde. In diesen beiden Fällen gab es im topologisch

freien Modell Übergänge zwischen unterschiedlichen Strukturen des Moleküls

geringfügig unterhalb der Temperatur der multiplen Fragmentierung. Bei

dem Übergang erster Ordnung ähnelten diese Strukturen Röhrchen, Schüssel-

chen und Graphen. Ausserdem wurde beobachtet wie das C60 Molekül C2

Moleküle und Kohlenstoff Atome abdampft. Hingegen waren dem Phasen-

übergang zweiter Ordnung die Graphen Strukturen in einem Temperaturbere-

ich von ca. 3600K bis 4300K metastabil.

Im Gegensatz zu den topologisch freien Modellen gab es bei den topol-

ogisch selektiven Modellen keine Anzeichen von derartigen Ubergängen vor

der Fragmentierung. Allerdings wurde Beobachtet daß im Fall des kleineren

Simulationsvolumens die Phasen dynamisch koexistieren und das Fulleren

wiederhohlt zerfällt und sich wieder komplett zusammensetzt, was in Abbil-

dung 1 dargestellt wird. Dementsprechend koexistiert im Bereich der kritis-
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Figure 1: Rekonstituierung der C60 Struktur bei der kritischen Temperatur
im topologisch selektiven Modell.

chen Temperatur das topologisch selektive C60 mit dem Kohlenstoff Gas.

Aufbauend auf diesen Ergebnissen wurde ein statistisches Modell en-

twickelt, das die Bedingungen der dynamischen Phasenkoexistenz mit den

Umgebungsbedingungen – Druck und Temperatur – bei Bogenentladungen in

Zusammenhang bringt und es einem ermöglicht den Temperatur- und Druck-

bereich in dem der Phasenübergang beobachtet weden kann abzuschätzen.

Allerdings sollte beachtet werden daß bei diesem statistischen Modell von

einem lokalem Gleichgewicht ausgegangen wird und diverse Details der Be-

dingungen im Experiment, wie Temperaturgradienten und geladene Teilchen

vernachlässigt wurden.

Ausser den Buckminsterfullerenen wurden auch Phasenübergänge in an-
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(a) Incorporation (b) Fragmentation of
C60

(c) C240

Figure 2: Der Übergang von C60@C180 zu C240 beginnt mit der Aufnahme
von Kohlenstoff Atomen des C60 in die C180 Struktur (a), gefolgt von der
Fragmentierung der C60 Struktur wenn dessen Atome sukzessive in die C180

Struktur Einwachsen (b) bevor der Endzustand, die C240 Struktur (c) erreicht
wird.

deren Fullerenen, von C32 bis C540 untersucht. Die Molekulardynamischen

Simulationen deuten darauf hin daß die grösseren Moleküle stabiler als C60

sind, was damit im Einklang steht daß die höheren Fullerene grössere Bindung-

senergien als C60 haben. Daher scheint es als reichen die thermydynamischen

und energetischen Kriterien nicht aus, die besondere Stabilität von C60 zu

beschreiben, wie sie in diversen Experimenten beobachtet wurde – insbeson-

dere der hohe Anteil von C60 in den Methoden zur Erzeugung von Fullere-

nen. Zudem wurde in den Simulationen beobachtet daß sich Zerfallswege der

Fullerene die grösser als C70 sind sich von den Zerfallswegen der kleineren

Fullerene unterhalb von C70 unterscheiden. Kleinere Fullerene wandeln sich

vor der multiplen Fragmentierung zum Kohlenstoff Gas in Graphenstruk-

turen um wogegen es bei grösseren Fullerenen keine Anzeichen für derartige

Übergangsphasen gibt. Ein dertatiges Verhalten lässt sich durch die En-

tropie der entarteten Konfigurationen erklären, die die Wahrscheinlichkeit

eines Übergangs in die Graphenstruktur verringert.

Zusätzlich wurden auch die Phasenübergänge in Clustern von 240 Kohlen-

stoff Atomen untersucht, die die Struktur eines Fullerens, eines Nanoschüssel-
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chens, einer C60@C180 Nanozwiebel oder eines offenen (10,10) Nanoröhrchens

annehmen können [2]. Wie in Abbildung 2 beispilhaft zu sehen ist hat diese

Untersuchung ergeben daß die Nanozwiebel, das Nanoschüsselchen und das

Nanoröhrchen zuerst in ein Fulleren über gehen. Bei Graphen konnten allerd-

ings keine Übergangsphasen vor der Fragmentierung beobachtet werden, we-

shalb sich vermuten lässt das es sich hierbei um einen anderen Zerfallsweg

handelt.

Die Untersuchung der Phasenübergänge von C60 und anderen kleinen

Kohlenstoff Nanostrukturen ist ein wichtiger Schritt in der Erforschung der

Stabilität und Widerstandsfähigkeit dieser Strukturen, ihrer Entstehungsmech-

anismen und Übergänge zwischen unterschiedlichen Strukturen. Zudem ist

das Wissen ueber die Phasenübergänge der Kohlenstoff Nanostrukturen wicht-

ig um deren Phasendiagramm zu aufzubauen, das den Phasenraum einer

stabiler Strukturen in Temperatur, Druk und Anzahl der Atome zeigt. De-

rartige Informationen sind essenziell in den Anwendungen der Kohlenstoff

Nanostrukturen, insbesondere in der Nanoelektronik.
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Chapter 1

Introduction

1.1 The world of clusters

Cluster science remains one of the most rapidly expanding fields in research

[10, 11]. This interdisciplinary field has attracted enormous interest, both

fundamentally and in terms of future applications in electronics, medicine

and energy. Advances in computational power and in experimental and the-

oretical techniques have allowed for extensive investigations of the various

types and sizes of atomic and molecular clusters.

Clusters are finite aggregates of atoms or molecules that are bound by

inter-atomic forces. There are a wide variety of clusters, from metallic and

van der Waals clusters to graphenes and fullerenes. Each with different struc-

tural and geometrical organisations, and with sizes that can range from a

few to tens of thousands of atoms [3]. Clusters are, in fact, a bridge between

single atoms or molecules and the familiar bulk matter. As such, they pos-

sess unique properties and considerable effort has gone into understanding

the evolution of their properties with size—in particular, within the context

of phase transitions [4–11]. This quest to understand the transition from

quantum to classical objects has remained one of the most fundamental mo-

tivations in the field cluster science.

A second motivation for studying clusters is related to the understanding

and control of catalysis [13]. The large surface area to volume ratio and

selective properties of clusters, especially metal clusters, could be tailored to

1



2 CHAPTER 1. INTRODUCTION

catalyse certain chemical reactions. Related to this, is the study of how the

doping of clusters with dopants of different size or type affects the electronic,

geometric and thermodynamical properties of the host clusters, allowing one

to control and tune clusters to exhibit specific properties [14, 15].

Finally, much of cluster science overlaps with the realm of nanotechnology,

the fabrication and manipulation of structures and devices on the nanoscale.

In both fields, nanocarbon systems are the de facto driving force behind

the surge of interest and investigations, of which the discovery of fullerenes

can be considered to have sparked the nanotechnology revolution. While

carbon nanotubes and graphene may currently have taken the forefront in

the nanotechnology rush [16], fullerenes remain one of the most fundamental

and interesting objects of research and is the particular focus of this thesis.

1.2 Understanding fullerenes

With more than 100,000 publications on its subject matter alone [17], the

fullerene molecule C60 has fuelled a new area of research. Its serendipitous

discovery, twenty-five years ago, in an experiment to recreate the environ-

ment of carbon stars was rewarded with a Nobel Prize in 1996 [12, 18–20].

Nonetheless, conjectures of its existence have been around since 1966 [21], as

well as theoretical work regarding its stability [22, 23] and electronic struc-

ture [24–26].

Topologically, the C60 molecule is a truncated icosahedron where each of

the 60 carbon atoms is bonded to three others, creating a trivalent network of

bonds akin to that of graphite. However, unlike graphite, fullerenes contain

pentagonal rings alongside hexagonal faces. Indeed, this is in accordance to

Euler’s theorem on spherical polyhedra. For a closed cage structure to form,

the number of vertices v, edges e and faces f must be related by

v + f = e+ 2, (1.1)

where in this case, v is simply the number of atoms and e is the number of

bonds. The number of faces can be further defined as f = 5
6
p+h+2, where p
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is the number of pentagons and h is the number of hexagons in the fullerene.

It can then be trivially shown that, for a closed cage structure of v atoms

to form, the trivalent network must contain 12 pentagonal and (v/2 − 10)

hexagonal faces. For the C60, this corresponds to 90 carbon-carbon bonds

distributed as 12 pentagons and 20 hexagons in the cage structure.

The distribution of these 12 pentagonal rings in the C60 leads to 1812

possible isomers (excluding permutation-inversion isomers). Of these, there

is only one isomer where each of the 12 pentagons are equally separated

from each other by a hexagonal ring. This Ih-symmetric isomer is known as

the buckminsterfullerene and is the only stable isomer of the C60 which can

be produced in macroscopic quantities. In general, fullerenes with a similar

hexagon-pentagon distribution, i.e. displaying no adjacent pentagons, are

particularly stable and fulfil the so-called “Isolated Pentagon Rule” (IPR).

However, it is known that for charged fullerenes and endohedral/exohedral

fullerenes, the most stable form of the fullerene cage may not necessarily be

an IPR-structure.

Due to the pentagonal rings in its structure, the C60 possesses two differ-

ent types of bonds that alternate throughout the trivalent network. These

two bonds correspond to sixty (5−6) bonds of length 1.45-1.49 Å, and thirty

(6 − 6) bonds of length 1.38-1.40 Å. The (5-6) bonds are named as such

because they are formed by the edges of a pentagon and a hexagon; while

the (6-6) bonds correspond to the edges of two hexagons. These bonds are

also referred to as “single” and “double” bonds respectively. The C60 has

240 valence electrons, of which there are 60 delocalised π-orbitals; and 180

degrees of freedom, of which 6 are the translational and rotational degrees

of freedom, and the remaining 174 are the vibrational degrees of freedom—

though with only 46 distinct frequencies. These properties, together with

its unique structure, makes C60 a particularly interesting system to study.

Nonetheless, despite twenty-five years of intense research, the C60 molecule

remains elusive—with many fundamental questions regarding its formation,

stability, energy absorption and subsequent redistribution persisting with-

out definitive answers. Of these open questions, the mystery of fullerene

formation continues to be an issue of long-standing dispute.
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1.2.1 Making fullerenes

The gas-phase formation mechanism of C60 has attracted considerable atten-

tion since the discovery of fullerenes in 1985—where the fullerene molecules

were produced through laser-ablation of graphite. In this technique, a graphite

disk is rotated slowly to provide a vapourisation target for a laser pulse.

Meanwhile, a buffer gas of helium is pumped into the vapourisation zone and

carries away with it the produced carbon vapour (or carbon plume) which

then condenses into clusters. The gas then supersonically expands into a

vacuum chamber and is afterwards identified using mass spectroscopy [12,

19, 20]. However, the yields of fullerenes produced using laser-ablation of

graphite is often minimal.

A milestone in fullerene research occurred a few years later through the

discovery that a simple arc-discharge of graphite electrodes could produce

macroscopic amounts of fullerenes [27]. The arc-discharge technique consists

of two graphite electrodes contained within a chamber with a small gap be-

tween them. Each rod is connected to a motor in order to control the size of

the gap. The chamber is evacuated and then filled with a helium buffer gas.

When a current is passed through the graphite rods, an arc is formed in the

region of the gap where temperatures are more than 5000 K at the centre

of the arc, and around 4000 K at the arc periphery [28]. The evaporated

carbon vapour is carried away from the arc region by the buffer gas which

simultaneously cools the vapour. The cooled vapour then condenses on the

cooler regions of the chamber, e.g. the glass dumbbell. At the end of the

reaction, the soot is collected and fullerenes are extracted using chromato-

graphic methods. Yields using the arc-discharge technique is on the range of

15-30% of fullerenes, hence, this method has been widely used to generate

fullerenes.

In both of these techniques, it was observed that the final yields of

fullerenes showed an unusually large proportion of C60 compared to any other

fullerene size. Therefore, any proposed mechanism of fullerene formation re-

quires an explanation on two points. The first being the actual mechanism

by which a closed cage structure can be formed, while the second is an ex-
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planation for the unique yields of C60 in comparison to all other fullerenes.

In the following, we outline a few prominent formation mechanisms:

• The Pentagon Road: small carbon species of C, C2 and C3 form lin-

ear chains which react with each other to form carbon rings. Further

reaction of these rings leads to growth of the structure to 25-40 atoms.

In this domain, the polycyclic network evolves into the thermodynam-

ically favourable graphene-like sheet. The graphene-like sheet is driven

to reduce the number of dangling bonds by closing up the structure.

To do so, it incorporates pentagonal faces which leads the sheet to curl

up into open graphitic cups/bowls. These open structures continue to

react with the available precursor molecules while eliminating defects in

the network through Stone-Wales transformations or the evaporation

of C2 (also known as ‘Shrink-wrapping’). With the correct conditions,

these graphitic cups will be able to anneal into fullerenes. As C60 is

the first fullerene fulfilling the “Isolated Pentagon Rule”, most of the

graphitic cups will end its growth—thus its reactivity—by transforming

into the stable C60 molecule.

• The Fullerene Road: Similar to the Pentagon Road, however, instead

of the transformation into graphitic cups, this mechanism assumes that

the graphene-like structures transforms into small non-IPR fullerenes

which are reactive, thus unstable. The sites where there are two ad-

jacent pentagons in these fullerenes serve as activation sites for the

incorporation of C2 molecules or small rings/chains. As these small

fullerenes grow, C60 is a special stopping place in the growth kinetics

as it is the first fullerene which obeys the IPR by having no adjacent

pentagons.

• Ring Stacking: In this mechanism, a fullerene is assumed to be

formed by the sequential stacking of an appropriate number and com-

bination of mono-cyclic carbon rings. These rings stack up to make a

network of only pentagons and hexagons and is then terminated by a

C2 to form a C60. However, if the ring-stack is not immediately termi-
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nated by C2, then the sequential addition of more C2 units will lead to

the formation of the next IPR-fullerene, i.e. C70 and so on [29, 30].

• Shrinking Hot Giant: The Shrinking Hot Giant mechanism consists

of a “Size-up” and a “Size down” sub-mechanisms. In the “size up”

part, giant fullerene-like structures self-assemble through reactions of

rings and chains structures. However, these giant fullerene-like struc-

tures contain many defects and attached dangling chains. In the “size

down” part, these structures anneal through bond transformations

and ‘shrink-wrapping’—evaporation of successive C2 molecules—which

shrinks the structure down to sizes of C70 and C60 and causes the re-

moval of the attached dangling chains.

In all these mechanisms, two underlying processes are immediately obvi-

ous: that there is a “bottom up” process in which fullerenes are built from

small precursors, and a “top down” process in which there is an evaporation

of small carbon units leading to a “shrink-wrapping” of the fullerene. In

fact, both processes may be interdependent and occur together, as in the

Shrinking Hot Giant mechanism.

Experimentally, evidence of the “bottom up” process has been provided

by isotopic scrambling experiments using normal and 13C-enriched graphite

electrodes While the ‘shrink-wrapping’ of the “top down” process has been

observed through successive C2 evaporation of a giant fullerene trapped

within a nanotube, heated to temperatures of around 2000 K [31]. Nonethe-

less, verification of these processes are not conclusive in determining which,

or if any, of the proposed mechanisms is the correct one during fullerene

formation.

Aside from the microscopic mechanism of fullerene formation, the local

environment of the carbon vapour produced through either laser-ablation of

graphite or arc-discharge may influence the obtained yields of fullerenes. In

particular, the pressure and temperature of the buffer gas should affect the

annealing process of the hot carbon vapour produced from the graphite, as

these two parameters determine the collision frequency between among the

carbon clusters, thus influencing the rate of cooling and growth of the clus-
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ters. The temperature of the buffer gas can be controlled by encasing the

laser vapourisation target or the electrodes of the arc discharge within an

over. Such techniques are known as the laser furnace and the arc furnace

respectively, and have been used to study the effect of buffer gas pressures

on the yields of C60. While this is certainly an improvement in understand-

ing fullerene growth, it is difficult to extricate the interdependent roles that

factors such as the arc current, the volume of the cooling chamber and even

size of the graphite electrodes influence upon the final yields of C60.

Irrespective of these facts, neither laser ablation nor arc discharge are

techniques that can be easily scaled up for industrial production. Instead,

fullerenes are industrially mass-produced using combustions techniques in-

volving the pyrolysis of methane, toluene, naphthalene or benzene in low-

pressure sooting flames [32, 33]. Additionally, chemical synthesis methods

to produce fullerenes have also been intensively investigated. In particular,

methods using chemical vapour deposition have been successful in produc-

ing fullerenes, although these methods often require synthesising complicated

precursor molecules as a pre-production step (for further details, see Ref. [34].

and references therein).

1.2.2 Breaking fullerenes

Experimental studies of fullerene stability have been conducted through laser-

irradiation [35], thermal fragmentation [36] and through collisions of C60 with

charged or neutral molecules [37–39], with surfaces and through electron

impact.

On the timescale of tens of µs, excited fullerenes can decay through three

competing channels: C2 evaporation (also known as ’fission’ and ’shrink-

wrapping’), thermionic emission (or delayed ionisation) and blackbody ra-

diation (or radiative cooling) [38, 40–42]. At low temperatures, thermionic

emission becomes a significant decay channel, though fullerenes dominantly

decay through the sequential evaporation of C2 molecules, while retaining



8 CHAPTER 1. INTRODUCTION

their closed-cage structure:

Cn → Cn−2 + C2 (1.2)

where n is the number of atoms, Cn the parent molecule and Cn−2 the daugh-

ter fragment. The fragmentation energy (also referred to as the C2 binding

energy) of this reaction is defined as the difference between the energies of

the products and reactants. Till 2002, there had been a large discrepancy be-

tween the theoretically calculated value of the C2 binding energy for C60 and

the value determined experimentally. Theoretical calculations has placed the

fragmentation energy at 11-12 eV, while the energies extracted from experi-

ments were found to be significantly smaller, 7-8 eV. This difference in values

was found to be attributed to the use of an incorrect value for the Gspann

factor, which lowered the pre-exponential factor of the Arrhenius equation

used in analysing the experimental data.

In collision experiments at low energies (of up to hundreds of eV), the

unimolecular decay of positively-charged C60 leads to a bimodal fragment

distribution. In such a pattern, one can observe fullerene fragments of C+
2n,

where n > 16 and ring/chain fragments of C+
n , for n < 32. The bimodal

pattern can be explained in terms of successive loss of C2 from the C+
60 to

an unstable C+
30 which then either disintegrates or cleaves into large cluster

fragments. At high energies (on the scale of keV to MeV), fullerenes may also

decay through multi-fragmentation [43, 44] of three or more clusters, as well

as evaporate large neutral fragments such as C4 or C6. In fact, at sufficiently

high energies, the fullerene cage may simply undergo a catastrophic phase

transition-like fragmentation, as seen in photo-dissociation experiments with

ns laser pulses and also in experiments involving super-heated C60 vapours

at 1900–2000 K.

Fullerene stability and its fragmentation have been investigated exten-

sively by a variety of computational methods, notably tight-binding molec-

ular dynamics [45–51]. Initial thermal fragmentation studies based on tight-

binding methods were performed by Wang et al. in which the C60 was

found to be stable against spontaneous disintegration for temperatures up
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to 5000 K [47]. This was followed by similar studies by Zhang et al. for

fullerenes ranging from C20 to C90 where, for small fullerenes (n≤58) it was

discovered that the fragmentation temperature increased linearly. However,

for larger fullerenes (n=60 and n≥70), the temperature stabilised around

5500 K [45, 46]. Both studies employed the TB-parametrisation of Xu et

al. [52], as are the work conducted by Lászlo [50] and Openov and Podli-

vaev [51] for the canonical and microcanonical ensembles respectively. Kim

et. al reported structural changes in the C60 and C70 in the range of 3000 and

4000 K—with the onset of bond breaking around 5000 K [49]. While, Kim

and Tomànek conducted fragmentation simulations of the C20, C60 and C240

and found several different phases of the fullerene melting process, including

a liquid-like pretzel phase [48]. Semi-empirical bond-order methods, such as

the Tersoff [53, 54] and Brenner [55] potentials, are also used in studying the

thermal fragmentation of fullerenes [56–59].

Fragmentation induced by radiation have been also been investigated [60,

61]. Xu and Scuseria conducted photofragmentation simulations of the C60

and observed sequential loss of C2 units with cage fragmentation occurring

for T>5600 K [60]. While, Horvàth and Beu reported multi-fragmentation

to be the main disintegration channel at high excitation energies. However,

between excitation energies of 100–120 eV, they reported the occurrence of a

phase transition where they had defined phase transition to be a steep drop

in the average fragment size with temperature (in their work, the average

fragment size dropped from 60 to 5 between 100–120 eV) [61]. Other notable

fragmentation studies involved collisions with surfaces [62, 63], as well as

collisions with molecules [64].

1.2.3 Using fullerenes

While fullerenes may be the first nanocarbon allotrope that was discov-

ered and intensively researched, much of fullerene-based applications are still

within a development phase. This is in contrast with the rapid progression of

carbon nanotube-based applications. The stalwart growth of fullerene-based

applications can be attributed to the difficulties in synthesising fullerenes
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larger than C60, the cost of the material and the more accessible availability

of larger nanotubes and nanodiamonds. However, fullerene applications have

been steadily gaining ground and in the following, we highlight some of the

most promising applications of fullerenes.

The conversion of fullerenes to diamond, as well as the generation of ultra-

hard material from fullerenes have garnered considerable attention. Phase

transition-like transformations of fullerenes to diamonds require either high

temperatures, or high pressures (on the scale of GPa), or both. Fullerenes are

either used as the source material for transformation to diamonds [65–69] or

as catalysts in the process [70–72]. Novel fullerene-based ultra-hard material

have been found which exceed the hardness of diamonds [73–75].

Endohedral fullerenes—fullerenes with encapsulated atoms and in partic-

ular, N and P encapsulated atoms—have also been investigated as potential

qubits in the functional quantum architecture of quantum computers [76–79].

Fullerenes have also been used in the construction of sensors to detect organic

molecules, metal ions and anions [80, 81], as well as odorant molecules [82]

(for a more comprehensive review, see Refs. [83, 84]. and the references

therein).

C60 and certain C60 derivatives have been shown to suppress replication of

HIV through inhibition of HIV enzymes [85–90]. In addition to this antiviral

property, cationic fullerenes derivatives have been demonstrated to inhibit

bacterial and tumour cell growth [91]. The highly antioxidant property of

fullerenes has led it to be called a radical sponge [92] which can be used

as a medical antioxidant. In fact, fullerene-derivatives have been shown to

protect rodent liver cells against free radical damage [93] and protect cell

growth from apoptotic-induced injuries [94–98].

The hollow of the carbon cage has often been envisioned for the use of

drug delivery within the body. However, the difficulties in producing endo-

hedral fullerenes has led to little progress within this domain. Nonetheless,

derivitised fullerenes are known to be able to cross the cell membrane and

bind to the mitochondria [99]. This effect has been exploited in a study that

demonstrated a non-viral gene delivery using a fullerene-derivative bound to

a plasmid vector DNA [100]. Additionally, fullerenes were found to be able
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to penetrate through intact skin—a property that is promising for further

developments in drug and gene delivery [101, 102].

1.3 Thesis overview

The thesis progresses as follows.

In Chapter 2, I describe the computational methodology used in inves-

tigating the phase transitions of nanocarbon systems. Specifically, I discuss

the molecular dynamics methods, the empirical potentials used in modelling

carbon-carbon bonding and the specific simulation parameters that are used

in setting up and running the simulations for this work.

In Chapter 3, I outline the fundamental ideas of phase transitions in finite

systems and introduce dynamic phase coexistence which occurs at the phase

transition temperature of nanoclusters.

Chapter 4 is devoted to the discussion of phase transitions in the buckmin-

sterfullerene C60. In this chapter, results of the molecular dynamics simula-

tions and a statistical mechanics model of the C60 ↔ 30C2 phase coexistence

will be analysed and discussed.

In Chapter 5, I extend the discussion of phase transition in C60 to fullerenes

of sizes C32 to C540, and I attempt to provide insights regarding the stability

of fullerenes and their formation mechanisms in lieu of the molecular dy-

namics results. The discussion is then extended to clusters of 240 carbon

atoms in the structural forms of: a fullerene, a nanotube, a buckybowl and

a graphene sheet.

In Chapter 6, I discuss how the presence of carbon affects the melting

temperature of metal nanoclusters—specifically Ni147. This is relevant in

understanding the growth mechanism of various nanocarbon structures, such

as nanotubes and large fullerenes, that grow with higher abundance when a

catalytic metal cluster is present.

Finally in Chapter 7, I summarise the achievements of the work described

in this thesis and suggests directions for future research.

I hope the organisation of the chapters and the materials presented will

illustrate how phase transitions can be considered as a framework in which
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the structure of nanocarbon systems, their dynamics and thermodynamical

properties are intimately related. Although the approach of this work is

essentially theoretical and computational, throughout the thesis I have at-

tempted to relate the results of the simulations and models to experimental

findings. Indeed, the hope is that the results of the work can provide further

understanding of the rich behaviour of nanocarbon systems.



Chapter 2

Methods

Computational methods have become an indispensable tool when investi-

gating material at the nanoscale. It has facilitated the understanding and

the prediction of behaviours and properties of an ever-growing class of new

carbon-based structures [12, 103–105]. While the advances in computational

technology has made calculations more efficient and viable, the ab initio level

of computation remains daunting and computationally expensive when con-

sidering problems where there are a large number of atoms, or when one

requires long simulations or statistical averages. Consequently in this work,

empirical potentials have been used for studying the various nanocarbon

structures of interest.

In Section 2.1, the foundations of molecular dynamics is presented. This is

followed by a discussion of the empirical potentials used in this work, namely

the Tersoff potential, in Section 2.2; and the Topologically-constrained force-

field, a novel potential that we developed for the description of bonding in

fullerenes, in Section 2.3. In Section 2.4, we introduce the Sutton-Chen po-

tential which was used in the study of how carbon affects a metal nanocluster.

Finally in Section 2.1, we discuss the details of the molecular dynamics sim-

ulations that we have conducted.

13
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2.1 Molecular Dynamics

Molecular dynamics is a computational technique to simulate the dynamical

evolution of N atoms by integrating their classical equations of motion,

Fi = miai, (2.1)

where i represents an atom from a total of N atoms in the system, mi is the

mass of the atom, ai = d2ri/dt
2 is the corresponding acceleration of the atom

and F is the force acting upon i due to interactions with the other (N − 1)

atoms in the system. Thus, given an initial set of atomic coordinates and ve-

locities, the dynamical evolution of a system—its trajectory—is, in principle,

completely deterministic, and is calculated within a 6N -dimensional phase

space, consisting of 3N positions and 3N momenta.

The main motivation behind molecular dynamics is that it can be used to

explore the macroscopic properties of a system, such as its thermodynamic

and kinetic properties. The connection between molecular dynamics and

macroscopic observables is provided via statistical mechanics. With molecu-

lar dynamics, one can obtain a set of configurations distributed according to

a particular statistical ensemble, such as the microcanonical ensemble (NVE)

characterised by a constant number of atoms N , a constant volume V and a

constant energy E; or a canonical ensemble (NVT) characterised by constant

N , V and temperature T .

The foundational principle of this connection is the ergodic hypothesis,

which assumes that the time-averages of a system is equivalent to the statis-

tical ensemble averages,

< A >ensemble=< A >time (2.2)

where < A > represents a macroscopic observable. This assumption is valid,

in general, when the dynamical trajectory of the system approaches infinite

time. More realistically, for finite-time simulations, it is important that the

system’s trajectory has sufficiently explored its phase space, such that the

time averages of the observables can be correctly equated to the ensemble
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averages.

In this section, we first discuss the general interactions between the atoms

in the system as described using a potential. We then present the time-

integration methods used to propagate the atomic coordinates in the simu-

lations. Next, we discuss the use of a thermostat to control the temperature

fluctuations in order to generate a canonical (NVT) ensemble. We finish

the section by describing a few important observables that can be calculated

from the simulated trajectories.

2.1.1 Atomic interactions

In general, the interactions within the system is given by the potential V ,

which can be divided into non-bonded and bonded contributions. From the

potential, the forces Fi can then be derived as the gradients of the potential

with respect to atomic coordinates,

Fi = −∇ri
V (r1, . . . , rN). (2.3)

The non-bonded interaction is often described as the summation of two-

body (pairwise) interactions over all atoms, a common example being the

Lennard-Jones (LJ) potential:

VLJ(rij) = ε

[(
σ

rij

)12

− 2

(
σ

rij

)6
]
, (2.4)

where rij = |ri− rj| is the interatomic distance between atoms i and j and σ

is the equilibrium distance corresponding to the minimum energy ε (the well

depth).

If electrostatic charges are present, the appropriate Coulomb potential is

also added to the nonbonded interaction,

VCoulomb(rij) =
Q1Q2

4Πε0rij
, (2.5)

where Q1 and Q2 are the charges and ε0 is the permittivity of free space.
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However, in this work, we focus on neutral nanocarbon systems, thus elec-

trostatic interactions are not accounted for.

The bonding interactions within the system are often more complex and

may involve many-body effects. An example of a simple bonding potential is a

molecular mechanics forcefield. Here, the contribution to the intramolecular

bonding potential is separated into a a “chemical bond” term and an angular

term (often modelled as harmonic oscillators), as well as a torsional/dihedral

term,

Vintra−bond =
1

2

∑
bonds

kbij(rij − req)2 (2.6)

+
1

2

∑
angles

kaijk(θij − θeq)2

+
1

2

∑
dihedral

∑
m

kdijkl(1 + cos(mθijkl − γeq)),

where k, req, θeq, γeq are specific parameters that are collated in the forcefield

for different atomic interactions. Other interactions such improper torsions

or explicit terms for hydrogen bonding may also be included. In fact, there

are a variety of molecular mechanics forcefields (e.g. CHARMM, AMBER,

GROMOS) that are used to describe different systems, such as DNA and

protein molecules. However, due to the construction of these forcefields, the

system is not allowed to break and make new bonds.

The interatomic potential (both bonded and non-bonded) described above

has infinite range. In practice, a cutoff radius Rc is often employed to neglect

the interactions between atoms that are separated by a distance more than

Rc. Nonetheless, a simple truncation of the interaction will create spurious

results in the energy calculation, therefore a “switching” function is often

employed. The purpose of the switching function is to smoothly truncate

the interaction at the cutoff distance, such that between the switching dis-

tance Rs, where Rs < Rc, the potential is shifted and finally goes to zero at

Rc.

Hence, when the interatomic distance between atoms i and j is more

than the cutoff radius, rij > Rc, the molecular dynamics program skips the
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expensive force calculation and moves on to the next atom, e.g. k, and checks

if rik is more or less than the cutoff radius. However, the time to calculate

each and every interatomic pair is time-consuming and inefficient. Thus, one

may implement a neighbours list.

A simple implementation of the neighbours list is known as the Verlet List.

As before, each atom is effectively surrounded by a cutoff sphere, which is

a sphere with radius Rc. In addition to the cutoff sphere, there is an extra

“skin” layer which gives a larger sphere of Rlist = Rc + s, where s is the

additional skin distance.

At the beginning of the simulation, the Verlet list is constructed by listing

all the neighbours of each atom that are within Rlist. Over the next few time

steps in the molecular dynamics simulation, only the pairs of atoms in the list

are checked to see if they are within Rc. Hence whether a force calculation is

necessary or not necessary for that particular pair. From time to time, the

Verlet list is updated and reconstructed to ensure that all interactions are

properly accounted for.

In this thesis, we have used the many-body Tersoff potential [53, 54]

to describe the covalent bonding in the nanocarbon systems of interest. In

contrast to molecular mechanics forcefields, the Tersoff potential was con-

structed in order to allow the simulated system to make and break bonds.

We have also developed the Topologically-constrained forcefield to describe a

“constrained”-fullerene model—specifically a model of C60. Detailed presen-

tation and discussion of the Tersoff potential and the Topologically-constrained

forcefield are given later in Sections 2.2 and 2.3 respectively.

2.1.2 Time in molecular dynamics

At the core of any molecular dynamics program is algorithm to integrate the

classical equations of motion of the interacting particles in the system. Time-

integration algorithms are based on finite difference methods, discretising

time on a finite grid, where time t is separated from time t + 1 by a finite

timestep, ∆t. This then allows the generation of the system trajectory by

iterating the procedure.
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All algorithms assume that the atomic positions and dynamical properties

can be approximated as Taylor series expansions:

r(t+ ∆t) = r(t) + v(t)∆t+ 1
2
a(t)∆t2 + . . . (2.7)

v(t+ ∆t) = v(t) + a(t)∆t+ 1
2
b(t)∆t2 + . . .

a(t+ ∆t) = a(t) + b(t)∆t+ 1
2
c(t)∆t2 + . . .

b(t+ ∆t) = b(t) + c(t)∆t+ . . .

where r is the position, v is the velocity (the first derivative of position with

respect to time), a is the acceleration (the second derivative), b is the third

derivative, and so on.

A widely-used integration algorithm is known as the Verlet algorithm. In

this method, two Taylor expansions of the atomic positions are used—one

forward in time and the other backward,

r(t+ ∆t) = r(t) + v(t)∆t+ 1
2
a(t)∆t2 + . . . (2.8)

r(t−∆t) = r(t)− v(t)∆t+ 1
2
a(t)∆t2 − . . .

Adding both equations then gives

r(t+ ∆t) = 2r(t)− r(t−∆t) + a(t)∆t2 +O(∆t4). (2.9)

However, velocities are not explicitly generated by the Verlet algorithm, but

can be computed in a number of ways, the simplest of which is

v(t) =
r(t+ ∆t)− r(t−∆t)

2∆t
. (2.10)

In this thesis, we have mainly used the velocity Verlet algorithm, also

known as Leapfrog method. The velocity Verlet algorithm is based on the

original Verlet algorithm, however here, the velocities are directly incorpo-

rated within the method. To implement this algorithm, the velocities v(t+ 1
2
t)

are calculated from the velocities at time (t− 1
2
t) and the acceleration at time

t. The positions r(t+∆t) can then be determined from the velocities v(t+ 1
2
t)
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as follows

r(t+ ∆t) = r(t) + v(t+ 1
2
t)∆t, (2.11)

v(t+ 1
2
∆t) = v(t− 1

2
t)∆t+ a(t)∆t,

and the velocities and accelerations at t+ ∆t are given as

a(t+ ∆t) = −(1/m)∇V (r(t+ ∆t)) , (2.12)

v(t+ ∆t) = v(t+ ∆t/2) + (1/2)a(t+ ∆t)∆t.

2.2 Bond-order potentials

The concept of bond order is one of the basic qualitative measures of the

strength of a bond. The bond strength, in turn, is related to the bond disso-

ciation energy, hence the bond length. In the early 1930s, Pauling introduced

a simple empirical function to describe the correlation between bond order

and bond length [106]:

bp = exp−(r−r0)/α (2.13)

where bp is known as the “Pauling bond order”, r is the length of the bond,

r0 its equilibrium bond length and α is a an empirical parameter which is

fitted for different molecules.

The bond order-bond length correlation is used particularly in theories of

chemical reaction. In stable molecules, the bond orders are close to integer

numbers. However, when a bond is formed or broken, not only does the bond

length changes, but the bond order changes as well—from its stable integer

value to a non-trivial, non-integer value that is characteristic of a bond found

in a transition structure.

Although the concept of bond order was first formulated as an empirical

function, its quantum mechanical definition has been determined to be the

total overlap population between two atoms within the framework of the Mul-

liken population analysis [107]. However, in the following discussion we focus

instead on formulating the bond order as function of the local environment
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of the bonding atoms.

The formulation of the bond order in terms of the local environment was

introduced by Abell in his general model of bonding energetics, based on

chemical psuedopotential theory [108]. The model assumes that the total

binding energy of a system can be written as a sum over the individual

bonds, where the energy of each bond is composed of pairwise repulsive and

attractive contributions, mediated by the bond order. This bond-order term

depends upon the “primary interaction topology” of the molecule. In other

words, the intra-atomic interaction topology of the system is restricted to

only the nearest neighbours, which is given by the “coordination number” of

the atom—a comparable concept to the Topologically-constrained forcefield

which we introduced in the previous section.

In the following section, we present and discuss the Tersoff potential [53,

54], highlighting its successful application in a wide variety of carbon sys-

tems. In Section 2.2.2, we consider the limitations inherent in the Tersoff

potential and outline a series of bond-order potentials which were developed

as extensions and intended corrections to the Tersoff potential.

2.2.1 The Tersoff Potential

Based on bond-order concepts, Tersoff introduced an empirical forcefield

which could, in principle, handle the making and breaking of bonds based

on the changes in the value of the bond order. In his formulation, the bond

order term is parametrised in a many-body scheme depending upon the lo-

cal atomic environment of the bond—conceived as the dependence on the

number on nearest neighbours and an angular contribution.

In the Tersoff potential, the total energy E of a system is given by the

sum of the interaction energy V between all pairs of bonded atoms. In

equation (2.14), i and j refer to a pair of atoms whose interatomic distance

is given by rij = |ri − rj|.

E =
1

2

∑
i

∑
j 6=i

Vij (2.14)
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The interaction energy Vij between atoms i and j is then expressed as the

interplay between the repulsive pair potential fR, the attractive pair potential

fA and the bond order term bij. This is written as

Vij = fC(rij) [fR(rij) + bijfA(rij)] . (2.15)

The term fC is a smooth cutoff function whose purpose is to limit the

range of the potential, since short-ranged functions confer a tremendous re-

duction in computational efforts. The function has a continuous value be-

tween 0 and 1 for a small range around R, where R is taken to include only

the first-neighbour shell for most structures. D is the “skin” of this range,

such that atoms within the vicinity of bonding is accounted for.

fC(rij) =


1, rij < R−D

1
2
− 1

2
sin
(
π
2
(rij −R)/D

)
, R−D < rij < R +D

0, rij > R +D.

(2.16)

The repulsive fR and attractive fA potentials are expressed in an ex-

ponential form as this has the useful feature of leading automatically to a

“universal” bonding behaviour [109]. They are given as follows

fR(rij) = Aexp(−λ1rij), (2.17)

fA(rij) = −Bexp(−λ2rij). (2.18)

where A, B, λ1 and λ2 are parameters whose values are given in Table 2.2.1,

together with the values of R and D and the remaining five parameters which

are found in the bond order term.

The effect of the local environment of the bonding atoms on the bond

strength is encapsulated in the many-body bond order term bij, expressed as

bij =
(
1 + βnζnij

)−1/2n
, (2.19)

where β and n are parameters given in Table 2.2.1 and ζij is the coordination



22 CHAPTER 2. METHODS

A B R D λ1 λ2 λ3

1393.6 eV 346.74 eV 1.95 Å 0.15 Å 3.4879 Å 2.2119Å 0

n h c d α β

0.727510 -0.57058 38049 4.3484 0 1.5724×10−7

Table 2.1: Tersoff potential parameters for carbon

factor which is evaluated as follows

ζij =
∑
k 6=i,j

fC(rik)g(θijk)exp[λ
3
3(rij − rik)3], (2.20)

where k denotes another atom which is also bonded to atom i, λ3 is a pa-

rameter and θijk is the bond angle spanned by bonds ij and ik. The bond

angle function g(θijk) is further expressed as

g(θijk) = 1 +
c2

d2
− c2

[d2 + (h− cosθijk)2]
(2.21)

where c, d and h are parameters with values given in Table 2.2.1. The

parameter c determines the strength of the angular effect, while d determines

how sharp the dependence on angle is. The parameter h is formally the cosine

of the energetically optimal angle. It should be noted that the parameter λ3

is set to 0. Therefore, the coordination factor ζ is dependent only upon the

number of nearest neighbour atoms (encapsulated in the cutoff fC) and the

bond angle term g(θijk).

The dependence of bij on the coordination number is straightforward: if

atom i has two neighbours j and k that compete to form a bond with i, then,

if both atoms succeed in forming bonds ij and ik, the strength of either bond

is weaker compared to a bond formed exclusively when there are no other

competing atoms, e.g. a two-atom case. The addition of the bond angle term

g(θijk) was done in order to stabilize open lattices against shear distortion,
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and to model elastic properties and defect energies with reasonable accuracy.

It should be noted, however, that in the formalism introduced by Abell, there

are no angular terms.

2.2.2 Post-Tersoff potentials

The Tersoff potential has been used extensively to describe various carbon

systems, such as graphite, diamond, fullerenes and nanotubes [58, 110–

114]. It has been found to successfully describe the cohesive energy and

bond lengths of C60 molecules. Furthermore, the Raman spectrum of C60

calculated using the Tersoff potential is in good agreement with the ob-

served spectrum in the low-energy regions corresponding to bond-bending

modes, although it is less accurate in describing bond-stretching and shear-

ing modes [115].

The Tersoff potential suffers from two drawbacks: (i) overbinding of radi-

cals and (ii) inaccurate treatment of conjugacy. This becomes clear when the

potential is applied to hydrocarbons. When applied to the radical C2H5, the

Tersoff potential considers the carbon-carbon bond as half the bond strength

of a single C-C and a double C=C bond, when in reality, this bond is only

a single C-C bond. Secondly, because of the way the Tersoff potential cal-

culates the coordination number of the carbon atoms, it misidentifies the

carbon-carbon bond between, e.g., graphite and (CH3)2C=C(CH3)2 because

the local environment about both bonds gives the same coordination num-

ber, although the bond in (CH3)2C=C(CH3)2 is a double bond, contrary to

that of graphite.

The Brenner potential [116] attempts to alleviate these problems by the

addition of two ad hoc parameter groups Fij and Hij into the bond order

term of the original Tersoff potential. Moreover, the parameters for pure

carbon were refitted in the Brenner potential. While the addition of these

23 extra parameters allows for the correct description of a selected group of

small hydrocarbons, the problems of overbinding and conjugacy remain, in

general, unsolved.

In addition to these two limitations, both the Tersoff and Brenner po-
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tentials are unable to describe dispersion and nonbonded repulsions that are

important for intermolecular interactions. In response to this, the adaptive

intermolecular reactive bond order potential (AIREBO) [117] was developed

by Stuart et. al. based upon a then-incomplete improvement of the Bren-

ner potential by Brenner et. al., which would be published two years after

AIREBO in a final form known as REBO [55]. AIREBO accounts for the

nonbonded interactions via a van der Waals term (using the Lennard-Jones

potential). In addition to this, it contains a four-body dihedral term to

account for the torsional stiffness of a π bond against rotation. However,

when applied strictly to carbon systems, the AIREBO potential fares worse

compared to the REBO potential. The long-range nature of the AIREBO

function as well as the extra 39 parameters which controls its screening, non-

bonded and torsional functions make AIREBO significantly demanding in

terms of computation, compared to the original Brenner and Tersoff poten-

tials.

The completed form of the “second-generation” Brenner potential is called

the reactive bond order potential, REBO [55]. This revised potential in-

cludes modified analytic functions for the intramolecular interactions and an

expanded fitting database. Similar to AIREBO, it contains the four-body

torsional term, although fitted with a more complicated spline function com-

pared to AIREBO. Additionally, the three-body angular term of the original

Brenner potential has been revised to include correction functions to account

for under- and over-coordinated atoms.

2.3 The Topologically-constrained Force-

field

The Topologically-constrained Forcefield (TCF) was developed to adequately

describe the carbon-carbon interaction in fullerenes within a simple but ef-

fective framework.

Although empirical potentials that describe covalent bonding in carbon

are readily available in the literature, these potentials can be overtly compli-
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cated, and often contain ad hoc parameters whose physical basis are uncer-

tain. In lieu of this, the topologically-constrained forcefield was developed

with a minimal set of parameters and is composed solely of pairwise terms,

thereby allowing for significant gains in computational time.

Much like Ref. [118], we have also developed a potential without angular

dependence. To compensate for this, the topologically-constrained force-

field employs a repulsive “penalty” potential to prevent unphysical bonding

angles, and a static neighbours list—hence fixing the coordination number

(number of neighbours) per carbon atom. Additionally these constraints en-

abled us to restrict our system to the investigation of a single channel, in this

case the C60 ↔ 30C2 channel, which will be elaborated in Section 4.

The topologically-constrained forcefield is given by

V (ri) =
N∑

j 6=k,l,m

Vp (rij) +
∑

j=k,l,m

Vcov (rij). (2.22)

There are two types of interactions: the short-range covalent (cov) bonding

and the long-range “penalty” interaction (p), which can also be thought of as

a repulsive van der Waals interaction. The interatomic distance rij between

atoms i and j is defined as rij = |ri − rj|. The sum in the covalent term

is over the three nearest-neighbours of atom i: atoms k, l and m; while the

sum in the penalty term is over the other (N − 4) non-neighbours of atom

i. Hence, each atom is allocated 3 covalent nearest-neighbours, determined

by their positions relative to atom i, and (N − 4) non-neighbours. In this

way, the atom is topologically-constrained to interact with a certain type of

bonding with certain atoms in the system.

Both short and long-range interactions in the system are modelled using

the Lennard-Jones potential, though in principle, one may choose a differ-

ent potential (e.g. the Morse potential), to model these interactions. The

Lennard-Jones potential is given by:

VLJ(rij) = ε

[(
σ

rij

)12

− 2

(
σ

rij

)6
]
, (2.23)
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Table 2.2: The fullerene forcefield parameters

σs (Å) εs (eV) σd (Å) εd (eV) σp (Å) εp(eV )

1.45 3.81 1.38 6.27 3.00 0.00052

where σ is the equilibrium distance corresponding to the minimum energy ε.

As already discussed in the previous section, there are two types of bonds

in the C60: the “single” (5-6) bond and the “double” (6-6) bond. Hence,

we have two different equilibrium parameters for the covalent interaction: σs

and σd with corresponding minimum energy parameters εs and εd. The values

of σs and σd reflect the equilibrium bond lengths of the single and double

bonds in the C60 [119], while εs and εd are based on the carbon-carbon bond

dissociation energies in ethane and ethene respectively [120]. All parameters

of the forcefield are summarised in Table 2.2.

It should be noted that the topologically-constrained forcefield was jointly

developed with a statistical mechanics model (presented in Section 4) which

contains corrections to the entropy of the system. This is because we have set

a fixed coordination number, which effectively entails a static neighbours list

throughout the entire simulation. The fixed coordination restricts our system

to the C60 ↔ 30C2 channel. Thus allowing us to perform sufficiently long

molecular dynamics simulations of the system’s phase space in the vicinity

of the “C60” and the “30C2” states. Therefore, each atom can only “form”

and “break” bonds with its 3 specified covalent neighbors. Nevertheless, in

principle the system should be allowed to form bonds with any 3 carbon

atoms and not only the neighbors that were specified at the beginning of the

simulation. As noted, this restriction is corrected in Section 4(a) using our

statistical mechanics model

In principle, if we omit the topological constraint and consider all possi-

ble carbon bonding formations in the system, the fullerene will be just one

among a myriad of other possible carbon clusters. Therefore the observation

of the fullerene formation would become extremely difficult and the computa-



2.4. THE SUTTON-CHEN POTENTIAL 27

tional demands would be unfeasible because one would have to run numerous

trajectories in order to observe a single fullerene formation event. Thus the

topological constraint allows us to focus only on the fullerene formation chan-

nel without needing to account for all other possible structures. Although

in the whole range of temperatures and pressures, the C60 ↔ 30C2 channel

is not necessarily the most probable one. Therefore, the results of our work

(presented in Section 4) should be understood as follows: “if the fullerenes

are formed within this method, then they are formed at the temperatures

and pressures presented in Section 4.3”.

Additionally, as our forcefield is based on central potentials, the transverse

vibrational modes of the fullerene cage appears to be softer than in the case

of, e.g. the Tersoff or tight-binding potentials. This will lead to a certain

overestimation of the entropy of the cage state. However, in the present work

we do not account for these corrections and leave this question for further

consideration.

2.4 The Sutton-Chen potential

The Sutton-Chen potential [121] is a many-body potential that has been

shown to reproduce bulk and surface properties of transition metals and

their alloys with sufficient accuracy (see, e.g., Refs. [122–126] and references

therein). the Sutton-Chen model has the following form:

Upot = ε
∑
i

[
1

2

∑
j 6=i

(
a

rij

)n
− cρ1/2

i

]
, (2.24)

where

ρi =
∑
j 6=i

(
a

rij

)m
. (2.25)

Here rij is the distance between atoms i and j, ε is a parameter with di-

mension of energy, a is the lattice constant, c is a dimensionless parameter,

and n and m are positive integers with n > m. The parameters provided by

Sutton and Chen for nickel have the following values:[121] ε = 1.5707 · 10−2
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eV, a = 3.52 Å c = 39.432, n = 9, and m = 6.

The Sutton-Chen potential is used in Chapter 6, when we discuss the

effect of carbon on a nickel nanocluster. Additionally, the carbon-nickel

interaction is modelled using the Morse potential:

V Ni−C(r) = εM

((
1− eρ(1−r/r0)

)2 − 1
)
, (2.26)

whose parameters were obtained by fitting the results of an ab initio density-

functional calculation of the Ni-C interaction [127–129]. These parameters

are εM = 2.431 eV, ρ = 3.295, r0 = 1.763 Å.

2.5 Simulation parameters

For the work exclusively concerning nanocarbon structures in Chapters 4 and

5, we have conducted extensive molecular dynamics simulations on a range

of nanocarbon systems using the two forcefields that we have introduced in

the previous sections: the Topologically-constrained forcefield and the Tersoff

potential.

The topologically-constrained forcefield. Within the topologically-constrained

forcefield, we performed constant-temperature molecular dynamics simula-

tions for C60 with a timestep of 4t=1 fs and a total of 5 × 108 steps to

give a total simulation time of 500 ns. The system is equilibrated during the

first 500 ps of the simulation, thus we have only considered data from the

remaining trajectory in our analysis. The interaction cutoff was set to 15 Å

and the simulation was performed with a simulation box of either: (a) length

20 Å per side, hence a volume of 8 × 103Å3, or (b) 500 Å per side, hence a

volume of 1.25× 108Å3. Temperature control was achieved by means of the

Langevin thermostat with a damping constant of 100 ps−1 [130, 131]. The

simulations were conducted for temperatures between 2500 K and 8500 K.

These simulations were conducted using NAMD [132].

The Tersoff potential. We have also conducted molecular dynamics sim-

ulations using the Tersoff potential for C60. This was done in order to in-

vestigate the phase transition of C60 without the constraints imposed by our
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statistical mechanics model and the topologically-constrained forcefield. In

addition to this, we have also used this potential to investigate a series of

fullerenes between C32 to C540 (Section 5), as well as five phases of nanocar-

bon consisting of 240 atoms (Section 5). As with the previous method, we

have performed constant-temperature molecular dynamics simulations with

a timestep of 4t=1 fs. We have conducted different lengths of simulations,

the longest being 1µs, and the shortest being 50 ns. We have also consid-

ered three simulation box sizes: (a) length 20 Å per side, hence a volume of

8× 103Å3, or (b) 100 Å per side, hence a volume of 1× 106Å3, or (c) 500 Å

per side, hence a volume of 1.25×108Å3. However, unless explicitly indicated,

the results presented in Sections 4, 5 and 5 are for simulations that are 500 ns

long in a simulation volume of 1.25×108Å3 (or 500 Å per side). Temperature

control was achieved by means of the Nosé-Hoover thermostat [133, 134] with

a damping constant a damping constant of 0.01 ps, for temperatures between

2500 K and 6000 K. These simulations were conducted using LAMMPS [135].

Simulations of the interaction of carbon with the nickel nanocluster in

Chapter 6 were were calculated using a timestep of ∆t = 1 fs and a total

simulation run of 10 ns (excluding an initial equilibration time of 50 ps). As

before, temperature control was achieved via the Nosé-Hoover thermostat.

These simulations were conducted using GULP [136].

2.6 Chapter summary

In this chapter, we have introduced and discussed the foundations of molec-

ular dynamics. We have also introduced two potentials that model the the

covalent carbon-carbon bonding: the bond-order Tersoff potential [53] and

the Topologically-constrained forcefield [1].

The Tersoff potential, in comparison to TCF, can be considered as a

topologically-free forcefield. It is an empirical bond-order type potential,

where the bond-order term accounts for the many-body effects in the system

and depends upon the local atomic environment of the bond. By using this

scheme, the bond order term allows for the making and breaking of bonds in

the Tersoff potential.
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The Topologically-constrained forcefield (TCF) was first developed to

specifically explore the C60 ↔ 30C2 channel. This was done by restrict-

ing the number of neighbours such that each atom is constrained to only

interact with specific neighbours within the system. Thus these constraints

allow one to restrict the system to explore only certain areas of its avail-

able phase space, i.e. those that are relevant for the fullerene formation and

fragmentation within the C60 ↔ 30C2 channel. By omitting these topolog-

ical constraints and considering all possible carbon bonding formations in

the system, the fullerene will be just one among a myriad of other possible

carbon clusters. This would make the observation of the fullerene formation

from a gas of 30 C2 atoms an extremely unlikely event. Additionally, the

computational demands to observe such an event would be extremely de-

manding as one would have to run numerous trajectories in order to observe

a single fullerene formation event. Thus the topological constraint allows us

to focus only on the fullerene formation channel without needing to account

for all other possible structures.

Both of these potentials are used to run molecular dynamics simulations

of various nanocarbon systems, whose results are presented in the following

two chapters—Chapters 4 and 5.

We have also introduced the Sutton-Chen potential [121], used to describe

the nickel-nickel interaction for the work in Chapter 6, where we discuss the

effect of carbon on a nickel metalcluster.



Chapter 3

Principles of phase transition

In this chapter, we discuss the concepts of phase transition. In particular, we

focus on phase transition of finite systems, of which clusters are an example,

depend sigificantly on the size of the cluster. One such size-specific prop-

erty is the melting temperature of metal clusters. In general, the melting

temperature of a spherical metal particle is known to decrease monotonically

with decreasing particle radius [137–141]. This relation is captured in the

empirical “Pawlow law” [138] and is expressed as,

Tm = T bulkm

(
1− α

r

)
, (3.1)

where Tm is the melting temperature, r is the radius of the spherical par-

ticle and α is a constant defined by fitting the temperature Tm to available

experimental data. While equation 3.1 shows good correspondence for large

clusters, such as nickel clusters consisting of 336-8007 atoms [141], this mono-

tonic decrease of the melting temperature with size is only valid down to

2-3 nm [142–145].

Below this limit of 2 nm, the melting temperature is no longer a mono-

tonic function of cluster size. This has been demonstrated for various types

and sizes of clusters, in particular, sodium [9, 146–149], tin [6, 150], alu-

minium [151–153] and gallium [8, 154] clusters. The variation in the melting

temperature with size shows an irregular trend, such that changing the clus-

ter size by an additional atom may cause a substantial change in the melting

31
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temperature. In fact, the melting temperatures of selected tin [6], galium [8]

and aluminium [152] clusters approach or even exceed that of the respec-

tive bulk counterpart. This counterintuitive result stems from the structural

differences between the small clusters and the bulk [6].

In the following section, we briefly outline classification of phase transi-

tions. We then discuss static and dynamic phase coexistence. The former is

characteristic of bulk matter, while the latter of finite structures.

3.1 Classifying phase transitions

Thermodynamically, an equilibrated stable phase of a system is associated

with the lowest free energy of the appropriate ensemble (the Helmholtz free

energy F for the canonical ensemble; the Gibbs free energy G for the isobaric-

isothermal ensemble; the internal energy U for the microcanonical ensemble).

However, a system may reside in a long-lived metastable phase if there is

a sufficiently high energy barrier separating it from the equilibrated stable

phase for given external parameters, e.g. pressure, temperature. An appro-

priate example would be the long-lived metastable phase of diamond at room

temperature and atmospheric pressure, although graphite is the actual stable

phase of carbon within these conditions. By heating diamond in an oxygen-

free environment at 1400–1700 K, the energetic barrier can be overcome and

diamond transforms into the stable phase of graphite. In other words, one

can associate equilibrated stable phases to the global minimum of the free

energy, while metastable states correspond to the local free energy minima.

A phase transition occurs when the system evolves from one phase to

another. This can be seen in the free energy which either changes continu-

ously or exhibits a non-analytic change. The non-analytic behaviour of the

free energy indicates that the free energies of the phases on either side of the

transition are two different functions. In 1933, Ehrenfest proposed a clas-

sification of phase transitions based on thermodynamic potentials [155]. In

this scheme, a first-order phase transition occurs when the thermodynamic

quantities corresponding to the first derivative of the free energy are discon-
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tinuous,

Cp =

(
∂A

∂T

)
p

S = −
(
∂G

∂T

)
p

V =

(
∂G

∂p

)
T

, (3.2)

where G is the Gibbs free energy, Cp is the constant-pressure specific heat

capacity, T the temperature, S the entropy and V the volume. All first-

order phase transitions involve a latent heat ∆H due to the discontinuity in

the entropy, ∆H = Tc∆S, at a critical temperature Tc. Thus during such

a transition, the system either absorbs or releases a fixed amount of energy

without change in temperature.

In second-order phase transitions, the first derivative of the free energy

is continuous, while the second derivative may either be discontinuous or

divergent,

−
(
∂2G

∂T 2

)
p

=

(
∂S

∂T

)
p

=
Cp
T

(3.3)

−
(
∂2G

∂p2

)
T

= −
(
∂V

∂p

)
T

= κT · V,

where κT is the compressibility at constant temperature. In the Ehrenfest’s

original classification, the order of the phase transition corresponds to the

lowest derivative of the free energy with a discontinuity. However, it is known

that many phase transitions, such as ferromagnetic transitions in metals, can

be characterised by a divergent behaviour instead. For this reason, the origi-

nal classification has been extended to encompass a general non-analyticity of

the free energy derivative. Additionally, second-order phase transitions—and

in fact, all higher-order phase transitions—do not involve latent heat.

In 1937, Landau formulated a phenomenological theory of phase transi-

tions based on the concept of order parameters and symmetry. In a phase

transition without an associated latent heat, the order parameter—which is

any extensive physical quantitity that can distinguish between two phases—

is is zero in the most symmetric (or most disordered) phase and non-zero

in the least symmetric (or ordered) phase. Therefore, the phase transition

causes symmetry breaking. In a magnetic material, the order parameter is
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the net magnetisation. When the temperature increases beyond a critical

point (the Curie temperature), a second-order phase transition occurs and

the material become paramagnetic, i.e. no net magnetisation in the absence

of an external field. However, below the Curie temperature, there is spon-

taneous symmetry breaking and the material has a net magnetisation in a

certain direction.

Ehrenfest’s classification can be expanded to account for the notion of

order parameter. In this scheme, two types of phase transitions can be dis-

tinguished:

• phase transitions where the order parameter is discontinuous at the

phase transition temperature, and the two phases do not have a sym-

metry group-subgroup relationship to each other. These transitions

always involve a latent heat and are equivalent to the Ehrenfest first-

order phase transition

• phase transitions where the symmetry group of the least symmetric

phase is a subgroup of the symmetry group of the most symmetric

phase. If the order parameter is discontinuous at the phase transition,

the transition is equivalent to the Ehrenfest first-order transition; if

it is continuous, it is a second-order phase transition without a latent

heat.

3.2 Phase coexistence

In general, the main difference between the phase transition of finite systems

and bulk matter lies in the significant contribution of the surface energy in

finite systems. Moreover, the free energy difference between two phases is

large in bulk matter and small in finite systems (this point will be elaborated

further in the discussion regarding phase coexistence). Thus the classifica-

tion of phase transitions introduced in the previous section can be adapted to

describe finite-sized systems. Instead of a discontinuity in the heat capacity

(or the caloric) curve at the phase transition temperature, the heat capac-

ity curve for finite systems becomes “rounded-off” and exhibits a singular
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Figure 3.1: Finite-sized heat capacity curves of aluminium clusters consisting
of 84-128 atoms [153].

significant peak, as demonstrated in Fig. 3.1 for small Aln clusters, where

n = 84 − 128 atoms. This is a finite-sized analogue of a first-order phase

transition. In addition to this, there are differences in the thermodynamic

properties of the finite system in different statistical ensembles (while in the

bulk, these properties are the same). As an example, while the phase transi-

tion temperature is identical, the width of the transition region in the caloric

curves of the finite system in the microcanonical and the canonical ensembles

are different. This can rationalised in terms of the energy fluctuations within

the canonical case [5].

At the phase transition temperature, a system may exhibit phase coex-

istence between two or more phases. In bulk matter, this phase coexistence

takes place through the existence of domains containing either phase, sep-

arated by an interface. This can be seen in the boiling of water, in which

water does not transform instantly to vapour. Rather, a turbulent mixture of

water and water vapour bubbles can be seen prior to a complete transition.

In this example, the two phases are water and vapour and the interface be-
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tween the two is the surface of the water vapour bubble. A phase coexistence

characterised by simultaneous coexisting phases through the existence of an

interface is known as static phase coexistence or phase separation.

Finite systems may demonstrate phase separation [156], however they

may also exhibit dynamic phase coexistence. This occurs in finite systems

through sudden transitions between configurationally different states. For a

cluster at its melting temperature, dynamic phase coexistence can be man-

ifested through oscillations of the cluster between the frozen and molten

phases, where it spends relatively long intervals in one phase before transi-

tioning to the next phase. Therefore, instead of simultaneous phase separa-

tion through an interface, the cluster transforms from being completely in

one configuration to another. This can only occur (in the canonical ensem-

ble) if the difference of the free energies between the two phases is within the

energy fluctuations of the system, proportional to kT , where k is the Boltz-

mann constant and T the phase transition temperature. Dynamic phase

coexistence is also thought to occur due to the energetic cost of creating an

interface between the two phases, due to the high surface area to volume ra-

tio of finite systems. Hence, a signature of dynamic phase coexistence is the

oscillations of the short time-averaged total energy of the system about two

average values corresponding to two phases, see Fig. 6.3, i.e. a bimodal inter-

nal energy distribution for two coexisting phases, though in general a system

may exhibit multiple phase coexistence at the phase transition temperature.

The existence of dynamic phase coexistence was largely demonstrated via

molecular dynamics simulations in small clusters of Argon and various metal

clusters, including sodium, nickel and aluminium. Experimental supporting

evidence for the presence of dynamic phase coexistence in Na147, Al100 and

Al101 clusters have been performed to show the presence of a bimodal inter-

nal energy distribution at the phase transition temperature. Note that, in

order to demonstrate dynamic phase coexistence, the time between, e.g. the

melting and freezing transitions must be longer than the time required for

equilibration of the internal energy of the finite system.
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3.3 Chapter summary

In this chapter, we have introduced phase transition in finite systems. The

main difference between the phase behaviour of finite systems and bulk mat-

ter can be attributed to the large surface energy in finite systems, as well as

the small difference in the difference of the free energies between two phases

(as compared to the bulk). As a result, finite systems may exhibit dynamic

phase coexistence, where two different phases coexist at different times. Ef-

fectively, at the phase transition temperature, the finite system is completely

found in one phase for some period and in another phase at a different pe-

riod. This is in contrast to static phase coexistence, or phase separation,

characteristic of bulk systems.
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Chapter 4

C60: Buckminsterfullerene

Having finished the discussion on the theoretical aspects of phase transition,

we now turn our attention to the application of these ideas to fullerenes,

hollow carbon cages formed of five- and six-fold carbon rings. Although dis-

covered more than twenty years ago, these hollow cages continue to remain

one of the most investigated molecules in the field of nanoscience, superseded

only by their close relative: carbon nanotubes. Both structures however, are

driven by a common question regarding their origins: how are they formed?

How do they grow? What drives their formation processes? In fullerenes,

these questions are at the heart of the puzzle of C60—a fullerene whose partic-

ular abundance is often a magnitude higher than any other size of fullerenes.

In this chapter, we first discuss how the length of a simulation affects the

phase transition properties of C60. We then investigate the effect of the phase

transition of C60 on the simulation volume. We highlight the different be-

haviours of C60 when it is a topologically-free and topologically-constrained

system. In the case of the topologically-free C60, the system exhibits a va-

riety of phases, including a long-lived metastable phase of graphene. In the

topologically-constrained case, the C60 can be found to continuously frag-

ment and reassemble back into the fullerene cage at the phase transition

temperature. Based on this result, we then present a statistical mechanics

model that was developed to extend the simulation results to generalised

pressure and temperature conditions in arc-discharge experiments [1].

39
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4.1 Finite time simulations

The foundation of molecular dynamics is the ergodic hypothesis which as-

sumes that the time-averages of a system is equivalent to the statistical en-

semble averages. This assumption is valid, in general, when the dynamical

trajectory of the system approaches infinite time. For finite time simulations

however, it is important that the system’s trajectory has sufficiently explored

its phase space, such that the time averages of the observables can be cor-

rectly equated to the ensemble averages. In this section, we investigate how

the length of the simulation—the total simulation time—affects the phase

transition properties of C60 under constant-temperature molecular dynamics

simulations.

It is well known that the C60 phase transition temperature obtained via

molecular dynamics is significantly higher (>3000 K) than those obtained in

experiments (<2000 K). This is because the relevant experimental timescales

of fullerene fragmentation and formation are on the order of microseconds

[40–42]. On the other hand, most molecular dynamics calculations of C60

fragmentation or formation are less than 50 nanoseconds long [31, 45–52, 56–

59, 61–64, 157], which may lead to an overestimation of the phase transition

temperature.

For this reason, some short computational works done with the Tersoff

potential [57, 58, 111] have required recalibration of the obtained temper-

atures. This recalibration involves factoring the molecular dynamics tem-

perature by a constant—determined by the ratio of the known experimental

melting temperature of graphite (4300 K) to its computational value ob-

tained from the short simulation. Nonetheless, such a recalibration remains

arbitrary and does not clarify the effect of the simulation time on the equi-

librium observables of the system. Instead of recalibrating the temperatures,

we have conducted simulations of varying lengths in order to establish a

sufficient simulation time that would generate accurate time-averages of the

phase transition observables in the C60 system.

In Fig. 4.1, we present three caloric curves of C60 and their corresponding

heat capacities for three different lengths of simulation time (50 ns, 500 ns
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Figure 4.1: The caloric curves (top) and heat capacities (bottom) of C60,
as calculated using the Tersoff potential for three different simulation times
(50 ns, 500 ns and 1000 ns). The figures demonstrate how the phase transition
temperature is affected by the total simulation time. Note that the simulation
volume is 1.25× 108Å3.
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and 1000 ns), as calculated using the Tersoff potential. All simulations were

conducted in a constant volume of 1.25 × 108Å3, for temperatures between

2000–6000 K. Each heat capacity cv is derived from its respective caloric curve

by differentiating the total energy with respect to temperature, cv = dE
dT

. The

significant peaks of the heat capacity plots indicate the finite-system analogue

of a first-order phase transition. The temperature value of each peak in the

heat capacity gives the phase transition temperature Tc of the system.

It is clear from Fig. 4.1 that the total simulation time affects the phase

transition properties of C60. For a 50 ns run, the phase transition temperature

Tc is found to be 3660 K. However, when the simulation is ran ten times

longer to 500 ns, Tc drops to 3285 K—a difference of more than 300 K.

Thus, it can be concluded that a simulation of 50 ns is too short to give a

stable phase transition temperature. In contrast, when the total simulation

time is increased from 500 ns to 1000 ns, the phase transition temperature

changes by a mere 5 K to 3290 K. Hence, we can consider the phase transition

temperature to have converged at Tc = 3290 K and that a simulation of

500 ns is sufficient to provide the correct time-averaged phase transition

temperature.

Nevertheless, from Fig. 4.1, the trajectory-averaged caloric curve of the

500 ns simulation (solid black) does not have the sharp energy increase that

is seen in the simulation of 1000 ns (dashed blue). In fact, the 500 ns simu-

lation retains some of the statistical artifacts seen in the simulation of 50 ns

(dotted red). This is more clearly seen in the heat capacity plot of Fig. 4.1,

where both the 50 ns and 500 ns curves show an asymmetrical shoulder which

is absent in the 1000 ns curve. Additionally, the sharpness of the 1000 ns

caloric curve contributes to a higher and narrower heat capacity plot, when

compared to the two remaining curves. Therefore, while the 500 ns simula-

tion may accurately average the important phase transition temperature, the

averages between 3290–4200 K is more qualitative. This is due to the fact

that the C60 fragments at a timescale of about 500 ns at these temperatures.

However, between 4200–6000 K, the C60 fragments before 500 ns. Thus, the

heat capacity plots of the 500 ns and the 1000 ns simulations overlap in these

temperatures. We can therefore consider the trajectory of the 500 ns sim-
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ulation to have sufficiently (although not densely) sampled the phase space

of the system. Hence, for the remaining of the work, all of the presented

simulations were conducted for 500 ns unless indicated otherwise.

4.2 Topology and volume effects

A topologically-free system is one that is free to generate all possible mi-

crostates determined by its statistical ensemble. Specifically, for a system of

60 carbon atoms in a constant volume V and at temperature T, the initial

state of the system is free to evolve into any possible topological form, e.g.

from a C60 fullerene to a nanotube structure, or to a gaseous state of 60

carbon atoms. The probability of the transition from the initial state to a

myriad of possible final states will then depend on the statistical weighting

of each initial state ↔ final state channel.

On the contrary, a topologically-constrained system is forced to explore

only certain microstates in its statistical ensemble. Therefore the initial state

of the system is steered to only evolve within specific channels, which have

high statistical weightings, and restrained from evolving into other chan-

nels, which have very low statistical weightings. Hence, a topologically-

constrained C60 may be much more likely to evolve into, e.g. a gas of 30

carbon dimers compared a graphene sheet of 60 carbon atoms. The differ-

ence in the weighting of the channels between the topologically-constrained

and the topologically-free system will then depend on the potential used to

describe the intramolecular interactions of the C60.

In this work, the Tersoff potential is used to model a topologically-free

C60, while the Topologically-constrained forcefield is used to model the re-

stricted C60. In the following two subsections, we examine the dynamics and

phase transition properties of both types of systems within two different sim-

ulation volumes: a large simulation box of side length 500 Å (giving a volume

of 1.25 × 108Å3) and a small simulation box of side length 20 Å (giving a

volume of 8× 103Å3).
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4.2.1 The topologically-free C60

We first investigate the topologically-free C60 using the Tersoff potential.

In Fig. 4.2, we present the caloric curves and heat capacities of the system

within the large simulation volume of 1.25× 108Å3 (solid black line) and the

small simulation volume of 8× 103Å3 (dashed red line).

In the large simulation volume (solid black line), the caloric curve of C60

exhibits a sharp “S”-shape behaviour which is absent in the caloric curve of

the small volume (dashed red line)—see inset (a) of Fig. 4.2 for a magnifica-

tion of the respective caloric curve. Moreover, the caloric curve of the small

volume (dashed red line) contains an almost “plateau”-like slope between

3600–4300 K, which is then followed by a rapidly increasing slope. As a re-

sult, the corresponding heat capacity curves in the two volumes are distinct.

For the large 1.25 × 108Å3 volume, the heat capacity shows a significant

peak indicating the finite system analogue of a first-order phase transition.

Contrastingly, the heat capacity of C60 calculated in the the small 8× 103Å3

volume shows an “S”-shaped curve, shown in Fig. 4.2(b). Differentiating this

curve leads to a single pronounced peak, indicating a second-order-like phase

transition of C60, as can be seen in Fig. 4.2(c).

Let us first analyse the simulation results within the large 1.25 × 108Å3

volume. Fig. 4.3 shows the time-dependent total energy per atom of the

C60 (energy profile) at the phase transition temperature, indicated by the

temperature of the peak in the heat capacity curve. The inset of Fig. 4.3

shows the energy profile of the complete trajectory of the system (1000 ns),

while the main graph shows a magnification of the profile for simulation times

0–500 ns. Similar to the shape of the caloric curves presented in Figs. 4.1

and 4.2, the energy profile in the inset shows a sharp jump in the total

energy, occuring around 500 ns. This energy jump signifies the occurence of

a phase transition in the system. While the energy fluctuations in the system

after the phase transition is about a constant value, the energy fluctuatations

occuring before the onset of phase transition is more complex.

In the main plot of Fig. 4.3, “steps” in the energy profile can be ob-

served. These steps indicate that the system may be evolving through a
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Figure 4.2: Caloric curves (top) and heat capacities (bottom) of C60, as cal-
culated using the Tersoff potential for volumes 8 × 103Å3 (dashed red) and
1.25 × 108Å3 (solid black). Insets : (a) and (b) are, respectively, magnifica-
tions of the caloric curve and heat capacity of C60 in a simulation volume
of 8 × 103Å3; (b) shows that the heat capacity has double extrema whose
derivative, shown in (c), has a significant peak indicating a second-order-like
phase transition. Note that the simulation time is 500 ns.
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Figure 4.3: Total energy as a function of simulation time at the phase tran-
sition temperature of C60 as calculated with the Tersoff potential. The inset
shows the behaviour of the total energy for the complete 1000 ns long simula-
tion, while the main plot shows magnification of the inset between 0-500 ns,
highlighting the steps in the total energy before fullerene fragmentation (see
text for a discussion regarding the energy steps). Note that the simulation
volume is 1.25× 108Å3.

series of distinct topological states whose average energy can be given by the

average value of the energy fluctuations in each distinct “step”. Thus, the

phase transition in this system does simply occur from the intact C60 cage to

some final state. Rather, prior to the phase transition, the system may have

evolved into a different state such that the immediate structure just before

the phase transition around 500 ns is no longer a fullerene. On the other

hand, the energy fluctuations after the phase transition indicate that the

final state of the system can be found as a constant topological state. The

fact that these fluctuations occur about a value slightly above 0 eV signifies

that the final state of the system is one where there is minimal interatomic

interaction between the carbon atoms, hence, a gas of 60 noninteracting C
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atoms.

To further analyse the pre-phase transition behaviour of C60, we present in

Fig. 4.4, snapshots of the trajectory at the phase transition temperature. The

trajectory evolves as follows: the intact fullerene cage experiences a series of

bond transformations, where the bonds in the cage breaks, flips and re-forms.

As a result, the pentagons in the cage begin migrating about the sp2 network

and the fullerene cage exhibits “sticks” and “handles” which are dangling

bonds and dangling rings respectively. These “sticks” and “handles” are

either re-incorporated back into the cage structure or they may be evaporated

from the cage as C or C2.

The bond transformations and carbon evaporation causes the cage struc-

ture to open and to form either a bowl-shaped or a tube-shaped structure,

Fig. 4.4(b) and (c) respectively. The continuing deformation of the cage then

leads to the the opening of the curved carbon network as all the pentagons

are removed from the structure through the bond transformation process.

Without a pentagon in the carbon network, there is a lack of curvature and

the network of hexagons from a graphene sheet. Within the course of the

simulations in the large 1.25 × 108Å3 volume, we have only observed the

occurence of this graphene phase after the evaporation of at least 2 carbon

atoms from the initial cage structure. Further evaporation of C or C2 from

this graphene structure leads to a highly unstable mass of joined carbon

chains and large rings which then fragments into smaller rings and chains

before total fragmentation to a gas of C and C2.

We turn our attention to the phase transition of C60 when it is confined

in the small simulation volume of 8× 103Å3. The relevant caloric curve and

heat capacity plots are the red dashed lines in Figs. 4.2.

To further understand the structural transitions occuring in the C60 when

simulated within this small volume, we have plotted in Fig. 4.5 the energy

profiles corresponding to the three distinct regions in the caloric curve of

Fig. 4.2: (a) the region in the caloric curve before 3600 K, (b) the region

between 3600–4300 K and (c) the region after 4300 K. In Fig. 4.5(a), the

system remains in a fullerene cage structure. However, when the tempera-

ture is increased and the system enters the “plateau” in the caloric curve,
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(a) Intact fullerene cage (b) C loss and tube-like structure

(c) C2 loss and bowl-like
structure

(d) Graphene-like structure

(e) Chain-like structure (f) Fragmented ring and chain

Figure 4.4: Snapshots of the C60 fragmentation process at the phase transi-
tion temperature (as calculated using the Tersoff potential). The snapshots
(a)–(e) occur between 0-500 ns, prior to the total energy jump shown in
Fig. 4.3. Note that the simulation volume is 1.25× 108Å3.
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Fig. 4.5(b) shows that while there is not much of an energy increase from

the previous phase, the fullerene cage has unravelled into a graphene sheet.

The system remains in this structure from 3600 K to 4300 K after which it

disintegrates into disordered chains, as shown in Fig. 4.5(c).

As demonstrated in the previous subsection, fragmentation of C60 un-

der the Tersoff potential is preceded by a transformation of the cage to a

graphene-like structure. When the system is confined to a small volume,

this graphene phase becomes a long-lived metastable state between temper-

atures 3600-4300 K. In the bigger volume of 1.25 × 108Å3, C60 has already

fragmented by 3300 K to a gaseous phase of carbon atoms and C2 dimers.

However, in this small volume of 8×103Å3, the fullerene cage does not reach

this gaseous phase even at 6000 K, as can be seen in Fig. 4.2(a) where the

total energy per atom of the system remains well below 0 eV. Additionally

in Fig. 4.5(c), one can observe that the system enters the interlinked-chain

phase seen in the bigger 1.25 × 108Å3 volume immediately prior to rapid

fragmentation.

4.2.2 Validation of the Topologically-constrained

forcefield

Before we discuss the results of C60 using the Topologically-constrained force-

field, we present a discussion of the accuracy of this novel forcefield. We

first compare the Topologically-constrained forcefield to the Tersoff poten-

tial via the single-point energies of a small set of carbon clusters. Next,

we compare the Topologically-constrained forcefield with the more advanced

tight-binding method. The latter comparison is conducted through TCF

simulations of the fragmentation distribution of C60 under constant-energy,

as was done by Ref. [61] using the tight-binding technique.

In Table 4.2.2 we compare the energies of small carbon structures (C2-

C6) as well as C60 calculated using TCF [1] and the Tersoff potential [53, 54].

As shown, the energies of structures calculated with TCF is in a reasonable

agreement with those calculated using the Tersoff potential. The accuracy

of TCF can be evaluated as being on the order of 5% for all species except
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Figure 4.5: The energy profiles (left) and evolved structures (right) of C60,
as calculated using the Tersoff potential, for temperatures of (a) 3000 K, (b)
3750 K and (c) 5000 K. Note that the simulation volume is 8× 103Å3.
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Species Tersoff (eV) Forcefield (eV) Accuracy

C2 -5.165 -6.266(d) 19.2%

C3 -10.329 -10.082(s+d) 2.4%

C4 -15.493 -16.348 (2d+s) 5.3%

C5 -21.514 -20.164(2d+2s) 6.4%

C6 -30.121 -30.246(3d+3s) 0.4%

C60 -403.687 -416.5245 (30d+60s) 5.9%

Table 4.1: Comparison of the energies of the structures calculated with the
topologically-constrained forcefield (TCF) and the Tersoff potential. TCF
has two C-C energy parameters which we refer to as the single (s) bond
and the double (d) bond. In the table below, we present the energies of the
structures of the most stable linear (C2 to C5) and planar (C6) isomers of
small carbon clusters. The energies calculated within TCF are constrained
by the fact that each carbon atom can have only one double bond.

the carbon dimer. However, the difference in the bond energies of the C2 as

calculated by TCF and the Tersoff potential has a minor influence on the re-

sults of the molecular dynamics simulations of the fullerene phase transition.

This is because our primary motivation is to simulate only the C60 ↔ 30C2

channel. The accuracy in the energy of C2 will only become important in

the course of the simulations when there is a signification fragmentation of

C2 →2C. However, the presence of single carbon atoms are observed only in

small quantities at the temperatures of the phase transition (see the discus-

sion in Section).

In Fig. 4.6, we present the fragmentation distribution of C60 from the

tight-binding simulations of Ref. [61] (in blue) and the distribution calculated

using TCF (in red). The TCF simulations were conducted in a volume of

8·109 Å3 for 1 ps. It is seen from our results that between 130–200 eV, there

is an onset of a transition to the formation of small clusters (N < 30). While

at 300 eV, only fragments of sizes below 15 are obtained. It is worthwhile to

point out that a significant proportion of small clusters in our distribution is

in the form of C2. This is because the topologically-constrained forcefield was
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developed to adequately describe the initial and final states of the system,

in this case: the fullerene cage and the gas of C2 units.

The exact path in the phase space between C2 gas and C60 is not of

primary importance since only these two states form at the statistical equi-

librium, i.e. the most prominent minima on the free energy potential surface

of the system. As a result, the distribution obtained using TCF will similarly

show a prominent weighting for fragments of C2 and C60, whereas the inter-

mediate states are not fully represented. These factor thereby contribute to

the resulting bimodal fragmentation distribution observed in our results, in

contrast to the U-shape distribution obtained in [61] between 130–200 eV.

The comparison between TCF and the results of Ref. [61] is instructive in

demonstrating the accuracy of TCF when compared to a more sophisticated

potential. The deviation in the behaviour of the TCF and the tight-binding

distribution between 130–200 eV is affected not only by the ability of each

potential to describe the intermediate states, but also by the time of the

simulations. Nevertheless, at high and low energies, there is a reasonable

correspondence between the result obtained within the TCF and the tight-

binding approach of [61].

4.2.3 The topologically-constrained C60

We have previously shown that the dynamical trajectory of a topologically-

free C60 spans many different topological states and that, depending on the

simulation volume, may exhibit either a first-order or a second-order-like

phase transition. We now investigate the dynamics and phase transition

properties of the constrained C60 using the Topologically-constrained force-

field.

The Topologically-constrained forcefield prevents the system from being

trapped in a myriad of possible states during its trajectory. This is done

through two methods: static neighbouring and a higher statistical weight

to the C60 and C2 structures. The static neighbouring effectively prevents

bond-flipping and the interchange of bonds. Instead, each atom has been

assigned a fixed number of neighbours with whom it can form “covalent”-



4.2. TOPOLOGY AND VOLUME EFFECTS 53

Figure 4.6: (colour online) Averaged number of fragments for selected excita-
tion energies (100, 120, 130, 200 and 300 eV). In red : results obtained using
TCF show a heavier weighting for C2 and C60 fragments . In blue: results of
Ref. [61] using a tight-binding approach.
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type bonding. The number of “covalent” neighbours assigned to each atom

is 3, thus preventing the formation of any sp3 tetravalent structures such as

nanodiamonds. In this way, the topologically-constrained system is steered

to evolve within a specific number of channels.

We present in Fig. 4.7, the caloric curves and heat capacities as calculated

using the Topologically-constrained forcefield for simulation volumes 1.25 ×
108Å3 (solid black line) and 8 × 103Å3 (dashed red line). The caloric curve

and heat capacity in the large 1.25 × 108Å3 volume show a similar shape

to the caloric curve of the topologically-free case (see Fig. 4.2). However,

the caloric curve of the constrained C60 in the small 8 × 103Å3 volume is

very different from the topologically-free system. This is clear from the heat

capacity plots in Fig. 4.7 which shows that the constrained C60 experiences

only a first-order-like phase transition in either simulation volume.

Furthermore, the caloric curves of C60 in the small volume is different

from that of the large volume only in the amplitude of the energy jump—

which is shown correspondingly in heights of the respective heat capacity

plots. This indicates that the final state of the system in the two volumes are

different. Additionally, the phase transition temperatures obtained for the

topologically-constrained C60 is much higher than the topologically-free case,

although the phase temperature difference between the volumes is similar in

both systems. This may signify that the topologically-constrained system is

evolving within a high-temperature channel which is less accessible than the

channels used by the topologically-free system.

We first consider the topologically-constrained C60 within the large 1.25×
108Å3 volume. In Fig. 4.8, we present the time-dependent total energy profile

of the C60 at the phase transition temperature. The sharp “S”-shaped curve

of the energy profile is similar to the case of the topologically-free C60. How-

ever, the energy profile of the topologically-constrained system is absent of

the energy “steps” seen in the free case. Rather, the total energy fluctuates

about a constant value before and after the occurence of a phase transition

in the system, around 200 ns. This indicates that the trajectory only in-

volves two topologically distinct states: one before the phase transition and

one after—hence a two-state system. Thus, by constraining the system to
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Figure 4.7: Caloric curves (top) and heat capacities (bottom) of C60, as cal-
culated using the Topologically-constrained forcefield for volumes 8× 103Å3

(dashed red) and 1.25 × 108Å3 (solid black). Note that the simulation time
is 500 ns.
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Figure 4.8: Total energy as a function of simulation time at a tempera-
ture of 5125 K—the phase transition temperature in C60 as calculated with
the Topologically-constrained forcefield. Note that the simulation volume is
1.25× 108Å3 and the total simulation time is 500 ns.

explore only the C60 ↔ 30C2 channel, the system has been steered away

from falling into intermediate states, such as the graphene phase shown in

Fig. 4.5(b).

Indeed, in analysing the evolution of the constrained C60, we have found

no distinct short-lived metastable structures prior to the phase transition of

the C60. This can be seen in Fig. 4.9, where we have presented snapshots of

C60 trajectory at the phase transition temperature. As shown, the system

begins in an initial state of the intact fullerene cage. As the cage deforms from

its spherical shape, bond breakage occurs within the sp2 network, leading to

the formation of “sticks”, Fig. 4.9(b), which are dangling bonds. These

“sticks” are often evaporated away in the form of C2 molecules as seen in

Fig. 4.9(b), and in some cases, C atoms. Further evaporation leads to an
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“unravelling” of the cage into a short-lived structure of dangling chains and

rings, Figs. 4.9(c-d), which then completely disintegrate into a gaseous phase

of carbon atoms, Fig. 4.9(e).

While the behaviour of both the topologically-constrained and topologically-

free C60 in the large 1.25 × 108Å3 volume has many qualitative similarities,

the constrained C60 within the small volume is very different from its free

counterpart, and also, distinct from the constrained case within the large

volume. This is clearly seen in Fig. 4.10, the time-dependent total energy

profile of the constrained C60 at its phase transition temperature, within the

small 8× 103Å3 volume. Fig. 4.10 shows that the total energy continuously

oscillates throughout the entire 500 ns simulation. In fact, the system re-

peatedly jumps from one state to another, beginning from the initial state

of the fullerene cage, to the final state of the system. This final state is

determined to be an interactive gas of carbon dimers and short chains/rings,

with an average total energy of -3.8 eV/atom. In comparison, note that the

final state within the large 1.25× 108Å3 volume is a gas of noninteracting C

atoms.

Furthermore, the successive oscillations in the total energy indicates that

the system is experiencing a coexistence of phases as it jumps from one phase

(the fullerene cage) to another phase (a gaseous phase of carbon chains/rings

and dimers). In other words, such oscillations correspond to cycles of con-

secutive fragmentation and reassembly of the fullerene cage. In fact, this

is can be seen in in Fig. 4.11, where a fullerene cage is seen to reassemble

from short chains which were previously formed from the interaction between

carbon dimers.

The presence of phase coexistence in the system signifies that the differ-

ence between the free energies of the two distinct phases (the fullerene cage

and the gas of carbon dimers) is on the order of kT per atom at the phase

transition temperature. Thus, by confining the system to a small volume,

the energy fluctuations at the phase transition temperature is enough for the

system to overcome the energy barrier between the two phases, hence leading

to consecutive oscillations between the cage and the gas states. To the best

of our knowledge, this work is the first where the processes of fragmentation
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(a) Intact fullerene cage (b) Bond-breakage

(c) C2 loss and holes in
structure

(d) C and C2 loss

(e) Unravelling of the
cage

(f) Gaseous carbon phase

Figure 4.9: Snapshots of the C60 fragmentation process at the phase transi-
tion temperature (as calculated using the Topologically-constrained forced-
field). The snapshots (a)–(e) occur between 0-200 ns, prior to the total energy
jump shown in Fig. 4.8.
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Figure 4.10: Consecutive oscillations in the time-dependent total energy of
C60, as calculated using the Topologically-constrained forcefield. The oscil-
lations indicate that C60 shows a coexistence between the cage and gaseous
phases—dynamically, this translates to consecutive fragmentation and re-
assembly of the carbon cage at the phase transition temperature of 5855 K.
Note that the simulation volume is 8× 103Å3 and the total simulation time
is 500 ns.
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Figure 4.11: Reassembly of the C60 cage at the phase transition temperature
using the Topologically-constrained forcefield. The times indicated above
each panel refers to the relative time between panels. The simulation was
conducted in a volume of 8× 103Å3.
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and formation of a fullerene are observed several times in the course of the

simulation.

4.3 Statistical mechanics model

In the previous section, we have discussed the results of the molecular dy-

namics simulations for a topologically-free and topologically-constrained C60,

based on the Tersoff potential and the Topologically-constrained forcefield re-

spectively. The topologically-free system exhibited a variety of metastable

phases—either short-lived phases prior to a first-order phase transition (as

is the case in the large simulation volume, 1.25 × 108Å3), or as long-lived

metastable graphene phases prior to a second-order-like phase transition (as

seen in the small simulation volume, 8× 103Å3).

For the topologically-constrained C60, the system was shown to experi-

ence only first-order-like phase transition in either simulation volume. How-

ever, in the small simulation volume, a phase coexistence between the C60

fullerene cage and a gaseous phase of carbon dimer, short chains and rings

was obtained. Furthermore, in both simulation volumes, the topologically-

constrained system is found to reduce to a simple two-state system. In this

section, we develop a statistical mechanics model based on the results of the

molecular dynamics simulations of the topologically-constrained C60 in the

small simulation volume of 8× 103Å3.

In order to construct the statistical mechanics model, we have assumed

a two state system where the initial state is the C60 fullerene and the final

state is a gas of 30 C2 molecules. Therefore, the coexistence behaviour at the

phase transition temperature corresponds to the continuous fragmentation

and reassembly of the fullerene cage to, and from, a gas of 30 C2 molecules

only. Hence, we have only considered the C60 ↔ 30C2 channel within the

statistical mechanics model. However, at low temperatures, this channel is

unlikely to be prominent as small chains and rings are likely to play some

role in formation and disintegration of the C60. For this reason, the model is

limited to only consider conditions where the temperatures are above 3000 K.

An example of such environment, is the high-temperature arc region of
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fullerene-generating arc-discharge experiments—where temperatures within

the arc zone are between 4000-6000 K [28] and the C2 concentration is much

higher than C3 [158, 159]. We therefore base the statistical mechanics model

on generalised temperature and pressure conditions in arc-discharge exper-

iments, assuming local thermodynamic equilibrium. However, it should be

noted that in the actual experimental conditions, a variety of factors influence

the formation of fullerenes, including the temperature gradient, the presence

of charged species, the temperature of the buffer gas, the presence of residual

gas species and the emission of UV radiation from the arc. Additionally, it

should be noted that the statistical mechanics model does not account for

charged species. In its current form, it focuses only on the neutral case.

Within these conditions, we then consider a two-state system with an

initial state of f, the C60 fullerene cage and a final state of g, the gas of 30

C2. Thus, at the phase transition temperature Tc, we can write the entropy

change of the system as

∆S0 =
dU + P∆V

Tc
, (4.1)

where ∆S0 = Sg − Sf is the entropy difference between the gaseous Sg and

the fullerene Sf phases, dU the change in internal energy, P the pressure and

∆V the change in volume. Note that, instead of a gas of fullerene molecules,

we are only considering the phase transition of a single C60 molecule to a

gas of dimers, although the generalisation to an ensemble of N statistically-

independent fullerene molecules is straightforward. We also assume that

this final state of the system consists of 30 statistically independent carbon

dimers. A further assumption is that these C2 molecules originate from the

30 (6-6) bonds in the C60. As is known, the C60 has two types of bond lengths

corresponding to the edges of a pentagon and a hexagon, the (5-6) bond, and

to the edges of two hexagons, the (6-6) bond [119]. The pentagonal faces are

necessary to introduce curvature into an otherwise planar sheet of hexagons.

As a result, these (5-6) bonds are slightly longer than their (6-6) counterpart,

and are known to be more reactive [31]. Hence, our work assumes that in

the course of the fragmentation of C60, all 60 of these (5-6) bonds are broken
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to form a carbon gas of 30 C2. Therefore, the change in internal energy dU

in equation (4.1) can be expressed as 60Es − 5
2
NgkTc, where the first term

consists of the energy of the sixty broken (5-6) bonds, while the second term

is the thermal energy of Ng (=30) dimers at the phase transition temperature.

Thus, equation (4.1) can be be expanded as

∆S0 =
60Es − 5

2
NgkTc + P∆V

Tc
(4.2)

=
60Es − 5

2
NgkTc + (Ng −Nf )kTc

Tc

=
60Es

Tc
− 3

2
Ngk +Nfk

where the term P∆V refers to the work done in external pressure when the

fullerene cage fragments to a gas of Ng dimers. The volume change ∆V refers

to the difference in the volumes of the dimer gas Vg and the fullerene gas Vf

respectively. The Boltzmann constant is k and Nf is the number of fullerene

molecules at a given temperature. The term P∆V has been rewritten as

P (Vg − Vf ) = (Ng −Nf )kTc assuming ideal gas conditions.

Due to the nearest-neighbour restriction in the Topologically-constrained

forcefield, the system could only explore a single C60 ↔ 30C2 channel in the

simulations. In order to lift this restriction and to consider the case where

the system is able to explore all possible C60 ↔ 30C2 channels, we need to

add additional terms to the entropy change ∆S = Sg − Sf between the gas

Sg and the fullerene Sf phases:

∆S = ∆S0 + ∆Scorr + ∆Sexpt (4.3)

where ∆S0 is the entropy change at 5855 K (the phase transition temperature

obtained from the molecular dynamics simulation) as introduced in Eq. 4.1.

The second and third terms are ∆Scorr, the statistical correction term and

Sexpt, the pressure correction term. ∆Scorr is necessary to amend for the

static neighbours list of the Topologically-constrained forcefield. This static

list causes each carbon atom to recognise only its 3 nearest-neighbours which
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have been specified at the beginning of the simulation. Hence, it is only with

these neighbours that each atom is able to form and break bonds, causing

the system to be effectively constrained to only one particular bonding com-

bination. To correct for this limitaton, the term ∆Scorr has been added to

account for all the possible combinations that a system of 30 indistinguishable

dimers can be arranged to form the C60 fullerene cage. Thus, there should

be 30! 230 possible states available to the system—all of which would lead to

the same C60 cage structure:

∆Scorr = −kln(23030!). (4.4)

Additionally, pressure corrections must also be accounted for. In arc

discharge experiments, the chamber pressure is measured as the pressure of

the buffer gas, which is usually helium. For the formation of fullerenes to

occur, this buffer gas is necessary to cool down the hot gas of carbon dimers

from the plasma arc. However, the concentration of the carbon and the buffer

gas is not uniform in the chamber. Rather, in the vicinity of the electrodes,

the concentration of carbon is high in comparison to the low concentration of

helium due to the continuous flux of carbon from the electrode (see [28, 158–

162] for experimental measurements of the dependencies of temperature and

concentration on the distance from the electrodes). However, the pressure

in the chamber can be considered as uniform since the process of pressure

equilibration is much faster at experimental conditions than the process of

concentration homogenisation. This is because the former is related to the

speed of sound while the latter is related to diffusion within the chamber.

With this assumption we will then refer to the pressure of the buffer gas as

the pressure of carbon gas, in the vicinity of the high-temperature arc region,

which we shall consider to be the fullerene formation region.

The pressure in our small simulation volume (∼0.4 GPa) is much higher

than the pressure at which experiments are performed due to the small vol-

ume of the box. To correct for this, we have added ∆Sexpt to the entropy

change:
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∆Sexpt = 30kln

(
Vexpt
Vsim

)
− kln

(
Vexpt
Vsim

)
(4.5)

= 30kln

(
nsim
nexpt

)
− kln

(
nsim
nexpt

)
= 29kln

(
nsim
nexpt

)
,

where the first term refers to the entropy correction due to a gaseous state

of 30 statistically independent dimers when varied from the small simula-

tion volume Vsim to an arbitrary volume Vexpt, e.g. the volume used in

experimental conditions; while the second term is identical but refers to a

fullerene molecule instead. In both cases, the entropy of the dimer gas (or

fullerene molecule) is proportional to the logarithm of the volume accessible

to it. The volume terms can then be rewritten in terms of concentrations

nexpt = N/Vexpt and nsim = N/Vsim. However, if we assume ideal gas condi-

tions, the concentration terms can be expressed as:

nexpt =
Pp
kT

and nsim =
30

Vbox − Vexc
, (4.6)

where Pp and T are the C2 partial pressure and temperature terms in the

experimental setup, k the Boltzmann constant and 30 refers to the fact that

there are 30 dimers in the system when the fullerene has fully fragmented.

The volume terms Vbox = 8000 Å3 and Vexc refer respectively to the volume

of the simulation box and the excluded volume due to the van der Waals

repulsion between the atoms:

Vexc = 30

(
4π

3

)
r3, (4.7)

where r is the minimum distance two atoms can approach each other. The

excluded volume can be estimated through the distance at which the repul-

sion energy between dimers is equal to kTc, where Tc = 5855 K is the phase

transition temperature determined from the simulations. This distance r(T )

is then calculated as the root of the following equation:
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f0 Tc A w1 w2 w3

0.0030 4347.5611 1.0404 3.1556×10−22 316.4865 374.3965

Table 4.2: Fitting parameters for the C2 molefraction

ε

[(σ
r

)12

− 2
(σ
r

)6
]

= kTc, (4.8)

where ε and σ are the parameters of the forcefield given in Table 2.2. Having

determined r, we find that Vexc has a value of 822 Å3. With these, we can

then rewrite ∆Sexpt as

∆Sexpt = 29kln(nsim)− 29kln

(
Pp
kT

)
. (4.9)

However the C2 partial pressure Pp can be rewritten as m(T )×P , where

m(T ) is the temperature-dependent molefraction of C2 in the carbon vapour

and P is the chamber pressure. The C2 molefraction function was derived

from the temperature-dependent equilibrium concentration of the carbon

vapour (C–C5) in an arc-discharge experiment, as given in Ref [159] Similar

plots can be found in Refs. [158, 162] for different carbon vapour pressures.

Using the distribution of Ref. [159], we have calculated the molefraction of

C2 in a carbon vapour composed of C atoms and molecules of C2 and C3.

Although the original distribution contained the concentrations of C4 and

C5 as well, we have neglected these two species in the current model as their

concentrations are significantly much lower than C2. Therefore, we have only

accounted for the primary components of the carbon vapour (C, C2 and C3)

at temperatures of 3000-7000 K.

The calculated molefractions are presented in Fig. 4.12, where the inset

of the figure shows the curve of the temperature-dependent C2 molefraction

that has been fitted with the following equation:
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Figure 4.12: Molefraction of the carbon vapour consisting of the C, C2 and
C3 species. The distribution is based on the equilibrium concentration of
the carbon vapour in an arc-discharge experiment, as given in Ref. [159].
Inset : the C2 molefraction fitted using equation 4.11 with parameters given
in Table 4.3.
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m(T ) = f0 + A

(
1

1 + e−(2T−2Tc+w1)/2w2

)
· (4.10)(

1− 1

(1 + e−(2T−2Tc−w1)/2w3)

)
,

where the values of each parameter is given in Table 4.3. Thus, while we

may not specifically account for the presence of C and C3 molecules in our

current model (as we are mainly interested in the C60 ↔ 30C2 channel),

we can account for their influence in terms of the partial pressure. Using

equation 4.11, we can then rewrite equation 4.9 as

∆Sexpt = 29kln(nsim)− 29kln

(
m(T ) · P

kT

)
. (4.11)

Therefore, for a system experiencing a transition between the phases of

C60 ↔ 30C2, we can evaluate its phase transition temperature as the root of

the following equation:

T =
60Es − 5

2
NgkT + P∆V (T )

∆S(P, T )
(4.12)

=
60Es − 5

2
NgkT + (Ng −Nf )kT

∆S0 + ∆Scorr + ∆Sexpt

=
60Es − 3

2
NgkT +NfkT

∆S0 + ∆Scorr + ∆Sexpt

where the entropy term ∆S(P, T ) is dependent on the experimental chamber

pressure P and temperature T respectively. As in equation 4.2, Es is the

energy of one single C-C bond, ∆V is the change in volume between the

fullerene and gaseous C2 states, Ng is the number of gaseous carbon dimers

(=30), Nf is the number of fullerene molecules (=1), k is the Boltzmann

constant and ∆S0, ∆Scorr and ∆Sexpt are respectively given in equations 4.2,

4.4 and 4.11.

In Fig. 4.13, we evaluate equation 4.12 and plot the relation of the phase

transition temperature on pressure. The plot shows two main curves (solid
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black and dashed red lines) corresponding to two different concentrations of

C2 molecules in the carbon gas. The first curve (solid black line) describes

the dependence of the phase transition temperature on pressure when the

carbon gas consists entirely of C2 molecules, i.e. when the C2 molefraction is

m(T ) = 1. The second curve (dashed red line) describes the same dependence

when the carbon gas is a mixture of C, C2 and C3 molecules in the proportions

given by Ref. [159]. Namely, this second curve corresponds to the conditions

when the molefraction of C2 is less than 0.3 according to the distribution

in [159]. As seen in Fig. 4.13, this second curve demonstrates lower phase

transition temperatures compared to the first curve (solid black line). Note

that the second curve (red dashed line) is plotted from 3000 K as this is the

starting temperature given in the distribution of Ref. [159].

Nevertheless, both curves show that lowering the pressure causes a de-

crease in the phase transition temperature. However, if the pressure is low-

ered considerably, the equilibration time increases exponentially with the

decrease of the phase transition temperature, and at some point it should

exceed the available experimental time limits. Conversely, if the pressure

is significantly high, it is not possible to consider the gas of C2 dimers in

the ideal gas approximation. Therefore, the thin black line of the curve

in Fig. 4.13 marks the estimated upper and lower limits of pressure of our

model.

In the inset shown in Fig. 4.13, we have plotted the chamber pressure and

the temperature range of the arc-discharge experiments reported in Refs. [28,

158–161]. In these experiments, the temperature decreases with different

gradients from the centre of the arc. The temperature values plotted in

Fig. 4.13 correspond to the region 3-6 mm away from the arc centre. Since

each of the experiments cited in Fig. 4.13 uses electrodes 6 mm in diameter,

this corresponds to the region from the edge of the electrode (3 mm from

the arc centre) to a further 3 mm away (6 mm from the arc centre). Note

that we have only consider experiments where the currents are above 70 A,

as this will ensure that the buffer gas plays has a minimal concentration

in the arc zone [158, 162]. The experimental temperatures and pressures

have a better agreement with the first curve (solid black line), where the
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Figure 4.13: Dependence of the phase transition temperature on pressure.
Thick black line: results of the model when the C2 partial pressure is equiv-
alent to the chamber pressure. The model is estimated to be valid in the
pressure range marked by the thick black line. Dashed red line: results
of the model when the C2 partial pressure is given by the distribution in
Ref. [159], see text for further details. Inset : all cited arc-discharge experi-
mental works were conducted using a 6 mm electrode diameter. The current
and chamber pressure are given in the brackets for each respective work. F
[160] for (100 A, 13.3 kPa), N [161] for (86 A and 131 A, 13.3 kPa), H [158]
for (88 A and 120 A, 17 kPa), � [28] for (100 A, 7 kPa) and (85 A, 13 kPa)
and • [159] for (75 A, 17 kPa).
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carbon gas comprises of only C2 molecules. Nonetheless, a few points must

be noted together with this statement. As described previously, the plotted

temperature values correspond to different regions away from the centre of

the arc. However, it remains uncertain where the actual region of fullerene

formation is located. Indeed, with the increasing distance away from the arc,

the temperature continuously decreases until it reaches the temperature of

the chamber wall (which would be room temperature unless the experiment

is conducted in a temperature-controlled arc-furnace). Therefore, depending

on the parameters of the experiment, the conditions in the arc-discharge

chamber is likely to be strongly inhomogeneous, with many factors affecting

the fullerene formation process, including the presence of residual gas species,

such as nitrogen which adversely decreases the C60 yield [28].

Finally, one should keep in mind that although in all the cited experiments

the formation of fullerenes is observed, the obtained yields of C60 compared

to, e.g. soot or the total yield of fullerenes (C70, C84, etc.), differ from

one experiment to the other. It still remains unclear how the temperature

and pressure conditions influence the final yields and ratios of the produced

fullerene species. As the current statistical model only investigates the phase

transition of C60, the comparison shown in Fig. 4.13 between the model and

arc-discharge experiments contains some ambiguity, and consequently should

be considered as a qualitative comparison.

Despite so, some conclusions can be made. Fig. 4.13 indicates that if

the phase transition of C60 is to take place within the C60 ↔ 30C2 channel,

then this is more likely to occur when the concentration of C2 is dominant

within the carbon vapour produced by the graphite arc. Therefore, the solid

black curve of Fig. 4.13 can be considered as the upper limit of our model—

denoting the occurence of the C60 phase transition within 6 mm from the

centre of the arc (4000-4500 K) at pressures of 10-100 kPa. Correspondingly,

if the concentration of C2 in the carbon vapour is low, then at pressures

10-100 kPa, the phase transition of C60 occurs at a lower temperature (3500-

4200 K) and takes place further away (about 8 mm) from the arc centre.

Thus, the dashed red curve of Fig. 4.13 can be considered as the lower limit

of our model.
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4.4 Chapter summary

In this chapter, we have presented the results of the molecular dynamics sim-

ulations of C60 using the Tersoff and the Topologically-constrained forcedfield

(TCF).

We have discussed the effect of the simulation time and volume on the

phase transition properties of C60, and have shown that the C60 exhibits a

different behaviour within the topologically-free (Tersoff) and topologically-

constrained (TCF) cases.

For the topologically-free system, C60 transforms into a series of metastable

phases before multifragmentation into a carbon gas when simulated in a

large (1.25 × 108Å3) simulation box. Within the small simulation volume

(8×103Å3), the C60 transforms into a long-lived metastable phase of graphene

and shows a continuous phase transition (second-order).

The behaviour of C60 within the large (1.25× 108Å3) simulation volume,

for the topologically-constrained case, is similar to that of the topologically-

free C60, with the exception that no metastable transformations were ob-

served; only the single jump in energy indicating fullerene fragmentation.

However, within the small simulation volume, the C60 exhibits a dynamic

phase coexistence at the phase transition temperature. Effectively, the C60

continuously fragmnents and re-assembles back into the fullerene cage within

a single trajectory. Based on this phase coexistence, we have developed a sta-

tistical mechanics model which generalises the simulation results to an ide-

alised depiction of the typical conditions within arc-discharge experiments.

Using this statistical mechanics model, we were able to indicate the temper-

ature and pressure conditions of the fullerene formation and fragmentation

within the C60 ↔ 30C2 channel, as shown in Fig. 4.13.



Chapter 5

Nanocarbon transitions

In this chapter, we investigate the phase transition properties and the stabili-

ties of fullerenes from C32 to C540. In particular, we investigate the behaviour

of these fullerenes prior to multifragmentation to a phase of carbon gas. We

then further this discussion by considering the stabilities and transforma-

tions of a cluster of 240 carbon atoms in the form of a fullerene, a graphene,

a buckybowl, a C60@C180 carbon onion and an uncapped (10,10) nanotube

fragment [2].

73
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5.1 Stability of fullerenes larger than C60

Figure 5.1: Typical time-of-flight mass spectra indicating the high abundance
of C60. This particular spectra was produced by resistive heating of graphite
rods [27]
.

The extraordinary abundance of C60 in fullerene-generating experiments

is well-known, though the underlying origin of this phenomea is yet to be fully

understood. In the twenty-five years since its discovery, considerable work has

gone into understanding the stability of C60 and the conditions leading to high

C60 yields. A decisive factor for this was the discovery of a simple yet effective

method for generating macroscopic quantities of C60—resistive heating of

graphite [27], and its successor, the arc-discharge method [28, 160, 160, 161].

In contrast, there is no specific method to produce fullerenes of larger sizes

in bulk—especially giant fullerenes. Rather, fullerenes of larger sizes are

usually created in small proportions together with C60 in arc-discharge and

laser vapourisation experiments.

The only exception to this is the production of C70 in combustion meth-

ods, where the maximum ratio of C70 to C60 yield can be as high as 129% [164].

However, arc-discharge experiments using boron-doped graphite electrodes

have been demonstrated to produce larger fullerenes whose yields are twice

as high as in conventional arc-discharge methods employing pure graphite

rods [163].

The effect of the buffer gas temperature has also been shown to influence

the proportion of C60 to larger fullerenes in the soot generated. The arc

furnace experiment of Song et. al. showed that with a buffer gas temperature
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Figure 5.2: Time-of-flight mass spectra of carbon extracted soot prepared by
the arc-discharge of (a) a pure graphite rod and (b) 1% boron-doped graphite
rod [163].

of 500◦C, the yields of larger fullerenes is dominant [165]. However, it should

be noted that at this temperature, the total fullerene yield is just under

5%, while at 200◦C where the C60 yield is dominant, the total fullerene

yield is 30.6% of the total soot content. Therefore, it is entirely possible

that increasing the buffer gas temperature affects mostly C60 formation but

may not significantly increase the formation of larger fullerenes. A related

experiment involving a laser furnace also demonstrated the dependence of C60

yields on the buffer gas temperature. However the investigators also showed

that the soot which contains mostly larger fullerenes is formed further away

from the graphite target, while the soot containing C60 and C70 occured

nearer to the graphite target [166]. Such a result may indicate kinetic effects

in the annealing process of the hot carbon vapour.

In fact, kinetic factors and the particular formation mechanism may play

significant roles in explaining the abundance spectra of fullerenes. Energet-

ically, it is known that all fullerenes larger than C60 should be more stable

according to their binding energies. However, the discrepancy between the

results of the abundance spectra and the predictions of the binding energy has

shown that binding energy is not a good criterion for describing fullerene sta-

bility. Alternative criteria such as chemical reactivity or the HOMO-LUMO

gaps may show some selective stability for the C60, although the magnitude
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Figure 5.3: Time-of-flight mass spectra of the raw soot produced in an arc
furnace [165] at: (a) room temperature, (b) 200◦C and (c) 500◦C.

of the difference between C60 and larger fullerenes is not significantly pro-

nounced enough to explain the particular stability of C60—or the particular

instability of larger fullerenes. Moreover, the instability of larger fullerenes

is also seen in the solid state [167]. 70% of a sample of C84 stored as a

solid in air and “semi-darkness” for a period of two years was shown to have

degraded into material insoluble in all fullerene solvents; while 100% of a

sample of C2v(II)-isomer of C78 did not dissolve after 20 weeks within the

same conditions. In comparison, a solid sample of C60 stored in air for seven

years can still be dissolved in a fullerene solvent, albeit with some amount

of insoluble material.

5.1.1 Phase transitions of C32 to C540

In this subsection, we will extend our study from C60 to a family of fullerenes—

in particular: C32, C70, C80, C90, C180, C240 and C540, as depicted in in

Fig. 5.4. As with C60 in Chapter 4, we have performed molecular dynamics

simulations using the Tersoff potential. However, we have only conducted
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(a) C32 (b) C60 (c) C70

(d) C80 (e) C90 (f) C180

(g) C240 (h) C540

Figure 5.4: Fullerenes investigated in this subsection.
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short simulations of 50 ns, although longer simulations of 500 ns were per-

formed for selected fullerenes (namely C32, C70 and C240).

In Fig. 5.5, we present the resulting caloric curves and heat capacity plots

as derived from the molecular dynamics simulations. Note that we have used

the results of the 50 ns simulations for the caloric curve and heat capacity

of C60. For comparison with the results of longer simulations, please refer to

Chapter 4.

As is evident from Fig. 5.5, the phase transition temperature—determined

from the peak of the maximum of the heat capacity plots—increases with

increasing fullerene size. Thus, the caloric curves indicate that, the bigger

the fullerene is, the higher is the energy (higher temperature) needed to

pump into the system such that the fullerene cage is totally disintegrated

into a system of non-interacting gaseous carbon atoms. At the same time,

the caloric curves also suggest that the stability threshold of the fullerene cage

increases with increasing size. However, this inference can be misleading and

a cursory glance at the corresponding heat capacity plots indicates that the

situation is more complicated.

The heat capacity plots in Fig. 5.5 show that the heat capacity per atom

(the specific heat capacity) decreases after a maximum value at C60. In fact,

the heat capacity per atom of C240 and C540 are about five times smaller

than C60. From this, one can infer that perhaps different mechanisms are

at play during the fragmentation of the fullerene to a system of gaseous

carbon atoms, such that the energy required for fragmentation is somehow

distributed in different fullerene sizes. Nevertheless, it is also important to

keep in mind that these are heat capacity plots of 50 ns long simulations. As

have been discussed in Section 4.1 of Chapter 4, with increasing simulation

time, the heat capacity becomes sharper due to a similar sharpening in the

jump of the caloric curve.

The observation of an increasing phase transition temperature with size

is associated with the monotonic increase of binding energy per atom with

fullerene size. As the number of carbon atoms increases, the fullerene starts

to approach the case of an ideal graphite crystal (or an ideal graphene sheet,

as the fullerene is a monolayer). Thus, while the C60 is often associated
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Figure 5.5: Caloric curves (top) and heat capacities (bottom) of fullerenes
C32 to C540. The phase transition temperatures indicated by the maximum
of the heat capacity peaks are C32: 3320 K, C60: 3658 K, C70: 3715 K, C80:
3820 K, C90: 3945 K, C180: 4103 K, C240: 4388 K and C540: 4825 K.
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with being the most “stable” fullerene, due to its surprisingly high yields in

fullerene-producing experiments, this stability is in fact not due to energetic

reasons, but is more likely to be attributed to kinetic factors or specific

formation mechanisms.

Figure 5.6: Solid lines indicate the binding energy as calculated using the
Tersoff potential (black squares), tight-binding method (red triangles) and
Harris-SCF-GGA (blue circles). Dashed lines show the binding energy of each
fullerene with respect to the binding energy of graphite (Egraphite-Efullerene),
as calculated within each method.

In Fig. 5.6, we present the change in binding energy with fullerene size as

calculated using: the Tersoff potential (this work), tight-binding method [168]

and Harris-GGA with SCF-GGA corrections [169]. Although the agreement

is not tight between the absolute values of the binding energies calculated

using different methods, the trends displayed are very similar. Namely, that

the binding energy increases with size and that above 90 carbon atoms, the

fullerene binding energy closely approaches that of graphite.
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5.1.2 Fragmentation dynamics

Thermal heating of larger fullerenes in an oven has been conducted by Cross

and Saunders for C70, C76, C78 and C84 [170]. No decomposition of the

fullerenes were found at 650◦Cafter 40 s in the oven. However, decomposition

was observed from 1050◦C, though it should be noted that this should not be

considered a “phase transition”-like fragmentation as the original fullerene

source was not completely decomposed.Specifically, C76 was found to decay

into C70 and C60; while C78 and C84 both decayed to C76 and C60 (and

additionally C68 for C84). However, when C70 was heated, there was no

decomposition to C60.

Similarly, surface-induced dissociation of C70 and C164 were investigated

on pyrolytic graphite [171], silicon and gold surfaces, as well as self-assembled

monolayers [172]. In these works, it was shown that the main mechanism of

decay is through C2 loss below a certain fragmentation threshold, above

which multifragmentation occurs. Additionally, the type of the surface also

affects the resilience of fullerenes. Computationally, surface-induced frag-

mentation of C60, C100 and C240 have also been studied where it was shown

that C60 is the most stable structure against fragmentation, while C240 the

least [63].

The primary mechanism is these highlighted experiments is the decay of

fullerenes via sequential loss of C2 whilst retaining their closed-cage structure:

Cn → Cn−2 + C2, (5.1)

where n is the number of carbon atoms in the original fullerene. This

decay mechanism is also known as “fission”, “evaporation” and “shrink-

wrapping”, and has been demonstrated to occur in a variety of different ex-

periments, including photofragmentation, electron impact ionisation, molecu-

lar and surface-induced collisions. In fact, the “shrink-wrapping” mechanism

has been recently captured via TEM-STM microscopy showing the successive

C2 loss and shrinkage of a giant fullerene C1300 trapped inside a cavity of a

multi-walled nanotube heated to high temperatures [31].

The fragmentation energy of equation 5.1 has been referred to as the “C2
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binding energy”, the “evaporation energy” and the “dissociation energy”, and

is simply determined as the difference between the energies of the products

and reactants. The C2 fragmentation energy has now been accepted to be

in the range of 11-12 eV after significant debate between the discrepancy

of the value found in experiments and theoretical work. In contrast to the

considerable work done in this direction with regards to C60, not much is

known about the fragmentation energy of larger fullerenes. Recent theoretical

and experimental work has evaluated the C2 binding energy of C80 between

8.7-9.0 eV—3 eV lower than neutral C60.

Aside from C2 loss, fullerenes can also decay through thermionic emission

(also known as delayed ionisation), blackbody radiation (or radiative cooling)

and through fusion or multifragmentation of the cage into a number of small

fragments (cage shattering or cleavage). In this section, we will focus mainly

on C2 evaporation and multifragmentation of fullerenes.

Phase transformation and multifragmentation

In Chapter 4, we have presented the fragmentation dynamics of C60 where

the C60 was shown to transform into metastable tube, bowl and graphene-

like structures before multifragmentation to a gas phase. Similar behaviour

was also found for fullerenes C32 and C70, shown in Fig. 5.7, where C32 trans-

forms into a graphene, and C70 unfurls into a bowl-like structure from which

it becomes a graphene sheet—much like C60. Simultaneous with these trans-

formations is the evaporation of a number of C2 molecules from the carbon

structure before rapid and successive C2 loss leading to total fragmentation.

In contrast, fullerenes C80 to C540 do not display such transformations.

Instead these fullerenes only initially evaporate C2 molecules (or C atoms),

alongside rapid bond breaking and flipping, leading to an almost amorphous-

like carbon structure, from which multifragmentation takes place. This can

be seen in Fig. 5.8 for C90, C240 and C540.

To further understand this difference in the fragmentation pathway, Ta-

ble 5.1 shows the difference in the energies between the optimised fullerene

and graphene structures of C32 to C240. Two things immediately stand out.
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Figure 5.7: Transformation to graphene prior to multifragmentation for (a)
C32 and (b) C70.

Firstly, the optimised graphene structure of C32 is energetically competitive

with the C32 fullerene. This result is in line with the fact that stable fullerene

structures are known to begin from C32; while the Pentagon Road mecha-

nism surmises the formation of fullerenese from graphene-like sheets that

fold into “open graphitic cups”. Secondly, the energetic barrier between the

graphene and fullerene structures of C80 is less than that for C70, although

from the molecular dynamics simulations, C80 does not show transformation

to graphene prior to multifragmentation, while C70 does. This however, can

be attributed to entropic factors. With increasing cluster size, the entropy of

the system would lead to less likely formation of ordered graphene structures,

compared to “amorphous” carbon-like structures which were seen in Fig. 5.8

before multifragmentation to carbon gas. Nevertheless, it should be noted

that the energetic barrier between the graphene and fullerene structure of C80
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Figure 5.8: Fullerenes larger than C70 do not show transformation to
graphene, but show rapid multifragmentation, as shown for (a) C90, (b) C240

and (c) C540.
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Table 5.1: Energetics of fullerene and graphene structures

Size Fuller. (eV/atom) Graph. (eV/atom) G-F (eV/atom) G-F (eV)

32 -6.227 -6.241 -0.013 -0.431

60 -6.728 -6.613 0.115 6.832

70 -6.803 -6.659 0.144 10.067

80 -6.859 -6.752 0.107 8.581

90 -6.896 -6.771 0.125 11.281

240 -7.181 -6.950 0.231 55.440

is about 8-9 eV—the range of the C2 fragmentation energy. While the energy

barrier for C60 is on the range of 7 eV, less than its known C2 evaporation en-

ergy of 11-12 eV. It is therefore possible that there is a competition between

the entropy, the C2 binding energy associated with successive C2 loss leading

to multifragmentation and transformation to metastable graphene state for

the fullerene molecules in a canonical ensemble, although this point will need

further investigation.

In addition to this, the difference in the behaviour of the “small” (C32,

C60 and C70) and “big” (C80, C90, C180, C240 and C540) fullerenes is also

demonstrated in the energy profiles of these structures. The time-dependent

instantaneous total energy plot of C32, C70 and C240 is shown in Fig. 5.9.

For the former two fullerenes, the energy profiles display “steps” in the en-

ergy prior to the jump in energy. These energetic “steps” signal a phase

transformation to metastable bowl or graphene structures while the jump in

the energy indicates total fragmentation to carbon vapour. However, such

energy “steps” are not prominent in the profile of C240.

It should be noted however, that Fig. 5.9 displays results from a longer

500 ns simulation of C32, C70 and C240. As discussed in the previous chapter,

a longer simulation shifts the phase transition temperature to lower temper-

atures and causes the caloric curve to become sharper. Hence, the tempera-
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Figure 5.9: Time-dependent total energy per atom of C32, C70 and C240.
Steps in the energy profiles of C32 and C70 can be seen, similar to those
found for C60 in Chapter 4.

tures shown in Fig. 5.9 correspond to the shifted phase transition temperature

for a simulation length 500 ns. For C70 and C240, the difference in the phase

transition temperatures between the shorter 50 ns run and the longer 500 ns

run is about 300-400 K, while for C32 it is less than 100 K. This can be

attributed to the size-effect of the structures, with bigger fullerenes needing

a similarly longer simulation run.

5.2 Nanocarbon structures

The discovery of fullerenes and its subsequent method of mass production

marked the onset of a revolution in the field of nanoscience. While fullerenes

remain one of the most popular objects of investigations, carbon nanotubes—

and currently graphene—are leading the wave of intensive research in this

field.

Carbon nanotubes were discovered shortly after fullerenes, in 1991, from
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the soot deposit of carbon-arc discharge. These nanotubes are nano-sized in

diameter, but with lengths that may grow up to centimetres—such that their

length-to-diameter ratio may exceed 107. Nanotubes may grow as a mono-

layer, also known as single-wall nanotubes (SWNT), or as nested multi-layers,

known as multi-walled nanotubes (MWNT). Much like fullerenes, nanotubes

are generated by both arc-discharge and laser ablation techniques. However,

these techniques are resource-intensive, thus much of the current method

of nanotube synthesis is done through chemical vapour deposition. Nan-

otubes are used in a variety of applications, including catalysis [173, 174],

filtration [175, 176], increasing the tensile strength of materials [177, 178],

as capacitors [179–181] and as thermally and electrically-conductive mate-

rial [182, 183].

Carbon onions, identified [104] in 1992, are spherical or polyhedral struc-

tures made up of concentric shells—in other words, multi-walled fullerenes.

They are formed by high-energy electron irradiation of carbon soot [104, 184],

but are known to be unstable at room temperature [185]. Spherical and

quasi-spherical carbon onions are known to have many defects and dangling

bonds [186]. These defects are also thought to be the presence of heptagonal

and additional pentagonal rings [187]. When carbon onions are subjected

to high heat and/or high electron or ion irradiation, the core of the carbon

onion can be transformed into nanodiamonds [188–191], due to extremely

high pressures (higher than 20 GPa) in which the carbon onions resemble

nanoscopic pressure cells [188] for diamond formation. In fact, the reverse

transformation of nanodiamond to carbon onion has also been demonstrated

both computationally [192–195] and experimentally [186, 196], where it was

also shown that the generated carbon onions can be re-transformed back into

nanodiamonds by heating at 500◦C in air [186].

Since it was first isolated in 2004 [105, 197], graphene has been one of

the most intensively researched material amongst the nanocarbon structures.

Graphene is a single layer of carbon atoms arranged in a hexagonal network of

sp2 bonds. It can be easily produced by the mechanical exfoliation of highly-

ordered graphite, although such technique produces quite uneven films and

is both time-consuming and labour-intensive. A more scaleable method of
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production involves growing graphene epitaxially [198, 199] on a SiC wafer at

high temperatures, via various chemical methods [200–202] including chem-

ical vapour deposition [203–206]. Similar to nanotubes, graphene also pos-

sesses remarkable mechanical and conductive properties, with applications

in liquid crystal display [207] and solar cells [208] and is ideally hoped to be

used as transistors to replace silicon in integrated circuits.

We now consider five phases of nanocarbon when N , the number of car-

bon atoms, is 240. These phases are the fullerene, nanotube, buckybowl,

graphene and carbon onion structures that are presented in Fig. 5.10 along-

side their corresponding optimised total energies per atom [2]. The nanotube

analysed in this work has a chirality of (10,10) and is uncapped, while the

carbon onion is a “double-walled” fullerene consisting of a C60 encapsulated

by a C180 to form C60@C180. The buckybowl structure is made up of a C540

fullerene that has had 300 atoms removed from its cap. As was done previ-

ously, all structures were optimised prior to conducting molecular dynamics

simulations using the Tersoff potential.

For the remaining of the chapter, the cluster of 240 carbon atoms whose

structure may be that of a fullerene, a nanotube, a buckybowl, a carbon

onion or a graphene, is collectively referred as C240. The fullerene structure is

exclusively annotated as C240, while the nanotube, buckybowl and graphene

structures are referred to as Cn
240, Cb

240 and Cg
240 respectively. The carbon

onion is simply denoted as C60@C180.

5.2.1 Phase transitions of C240

We present in Fig. 5.11 the caloric curves and respective heat capacities of

the C240 structures. As can be seen, the C240 fullerene is the most ther-

modynamically stable structure, followed by the carbon onion, the bucky-

bowl and graphene. The uncapped (10,10) nanotube is found to be least

thermodynamically-stable structure. The thermodynamical stability, how-

ever, does not concur with the binding energies (shown in Fig. 5.10), of

the structures in which, for example, the nanotube Cn
240 is more energeti-

cally favourable than buckybowl Cb
240. However, in terms of heat capacity,
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(a) Fullerene C240

-7.18 eV/atom
(b) Carbon onion

C60@C180 -7.02 eV/atom

(c) Nanotube Cn
240

-6.98 eV/atom
(d) Graphene Cg

240

-6.95 eV/atom

(e) Buckybowl Cb
240

-6.92 eV/atom

Figure 5.10: The C240 nanocarbon phases considered in this work: (a) C240

fullerene, (b) C60@C180 carbon onion, (c) uncapped Cn
240 nanotube with chi-

rality of (10,10), (d) Cg
240 graphene sheet and (e) Cb

240 buckybowl.
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Figure 5.11: Caloric curves (left) and respective heat capacities (right) for
the C240 structures considered in this work.
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the carbon onion and buckybowl structures have higher heat capacities per

atom at the phase transition temperature; while the values for graphene and

fullerene are almost equivalent. As noted previously, these curves correspond

to 50 ns simulations, thus the caloric curves presented are “smooth” and not

sharp as in the 500 ns and 1000 ns simulations.

Figure 5.12: Transformation of the C60@C180 to a C240 fullerene before frag-
mentation

However in the course of the molecular dynamics simulations, we have

observed the following transformations of the nanocarbon phases before the

onset of fragmentation. In Fig. 5.12 we demonstrate the direction of the frag-

mentation process. Fullerene and graphene maintain their structures before

quick successive evaporation of C or C2 units leading to multifragmentation.

On the other hand, the molecular dynamics simulations have demonstrated

that the carbon onion, buckybowl and nanotube structures undergo a differ-

ent fragmentation route compared to the fullerene and graphene. The C60

encapsulated in the C180 undergoes bond breaking and fragmentation, where

the fragmented atoms are incorporated into the larger C180 shell, shown in

Fig. 5.13, and migrates through the C180 via Stone-Wales transformation,

until the entire C60 molecule is consumed, creating a C240 fullerene. Only

from this fullerene structure does multifragmentation to carbon gas occurs.

On the other hand, the nanotube and buckybowl structures begin their
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(a) Incorporation (b) Fragmentation of
C60

(c) C240

Figure 5.13: The transformation of C60@C180 to C240 begins with (a) in-
corporation of C atoms from C60 into the C180 shell, followed by (b) the
fragmentation of the C60 cage as its atoms fuel the growth of C180 to form
the final C240 structure in (c).

onset to fragmentation by evaporation of C or C2 units. However, unlike

fullerene and graphene that disintegrate due rapid and successive evapo-

ration, these structures transform into cage-like structures, resembling de-

formed and elongated fullerenes. Again, both systems remain in this fullerene-

like state. The transformation of these structures to a C240 fullerene may be

expected as the binding energy of C240 shows that it is the most energetically

favourable structure for 240 carbon atoms. Moreover, no transition from the

fullerene, buckybowl, nanotube and carbon onion structures to graphene were

found. Thus, the multifragmentation of graphene to carbon vapour can be

surmised to follow a different fragmentation pathway.

5.3 Chapter summary

In this chapter, we have explored the phase transition properties and stabil-

ities of fullerenes C32 to C540 and nanocarbon clusters of 240 carbon atoms.

Analysis of the binding energies and the caloric curves of the fullerenes show

that fullerene stability should increase with size. However, this is in contrary

to experimental findings, in particular the significant abundance of C60 to
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larger fullerenes in fullerene-generating experiments, such as arc-discharge.

Thus, the special stability of C60 may be the result of kinetic factors and/or

specific formation mechanisms.

We have also demonstrated that “small” fullerenes (C32, C70 and C60)

show a transformation to a graphene phase prior to multifragmentation

to carbon vapour. This behaviour, however, was not observed for “big”

fullerenes (C80 to C540), where rapid multifragmentation is seen to occur

from successive evaporation of C2 or C atoms. The absence of a graphene

phase in the fragmentation pathway can be attributed to entropic factors re-

lated to increasing size of the system. Additionally, we have also investigated

the energetic barrier between the fullerene and graphene phases. Results in-

dicate that the graphene phase is competitive with the fullerene phase for

C32; while the energetic barrier for C60 and C80 are less or close to the range

of energies associated with the C2 binding energy.

We then discussed the phase transition properties of a cluster of 240 car-

bon atoms in the form of a fullerene, graphene, buckybowl, an uncapped

(10,10) nanotube fragment and a C60@C180 carbon onion. Results of the

molecular dynamics simulation show that the fullerene structure is the most

thermodynamically stable, while the nanotube is the least. However, the car-

bon onion, nanotube and buckybowl structure all transform into a fullerene

prior to multifragmentation into a carbon gas. This can be attributed to

the fact that the C240 fullerene structure is the most energetically favourable

structure (with the largest binding energy). However, no transformation of

graphene to any other phases were observed. Thus, graphene can be surmised

to follow a different fragmentation pathway.
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Chapter 6

Interaction of carbon with a

metal cluster

Carbon nanotubes are now commonly synthesised using chemical vapour

deposition (CVD). In this method, a substrate is prepared with a layer of

catalytic metal clusters, often nickel, cobalt or iron. The substrate is then

heated to temperatures of 500◦C or higher. To initiate the growth of nan-

otubes, a carbon-based feedstock gas is pumped into the CVD chamber.

The interaction of the feedstock gas and the catalyst at high temperatures

leads to the growth of nanotubes on the metal cluster. However, despite the

widespread use of this technique, the growth mechanism of this process is

still not yet well understood [110].

In addition to this, carbon nanotubes are also known to be synthesised

using arc-discharge and laser vapourisation techniques when the graphite

target is mixed with some metal particles. Furthermore, the production

of higher fullerenes in arc-discharge was also shown to increase when the

graphite rods were doped with boron [163].

In this chapter, the interaction of carbon with a metal nanocluster, Ni147,

is investigated. Specifically, we investigate how the melting temperature

of the nickel cluster is affected by the presence of a carbon atom or a C2

molecule. We also investigate the diffusion of the carbon impurity within the

nickel nanocluster. This question is relevant because, during the nanotube

growth process, it is thought that the carbon atoms may migrate into the

95
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metal nanocluster, causing “poisoning” of the catalytic particle and halting

the growth process of the nanotubes. Thus, knowledge of the specific role

of a carbon impurity in the Ni catalytic nanoparticle may ascertain whether

the carbon nanotube structure and its growth kinetics can be controlled.

Moreover, understanding how the metal nanocluster reacts with the carbon

impurity will help shed light on controlling the production yields of higher

fullerenes.

6.1 Pure and Carbon-doped Clusters

(a) Pure Ni147 (b) Ground state (c) Isomer Ni147 (d) C2-doped Ni147

Figure 6.1: The four nickel structure that are investigated, (a) the optimised
structure of a pure Ni147 cluster; (b) the ground state structure of the C-doped
Ni147 cluster; (c) the isomer state structure of the C-doped Ni147 cluster; (d)
the optimised structure of the C2-doped Ni147 cluster.

In Fig. 6.1, we present four structural configurations of Ni147 nickel and

carbon-doped nickel clusters. In agreement with previous calculations, we

have found that the optimised structure of the pure Ni147 cluster is a perfect

icosahedron[209, 210]—a motif that is prevalent in small nickel clusters, par-
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ticularly around the sizes of a complete Mackay icosahedra [126, 210–212].

For the C-doped Ni147 cluster, Fig. 6.1b, we have found that the ground

state of the structure has a similiar icosahedral motif, although one Ni atom

protrudes out of the icosahedral shell, displaced by the C dopant which now

resides in the core of the cluster. The energetically closest isomer of the

C-doped Ni147 cluster is a deformed icosahedron, Fig. 6.1c, in which the C

dopant is located in the vicinity of the cluster core. The impurity atom causes

a local distortion between the first and second closed shells of the icosahe-

dron, leading to a difference in the binding energy of 0.002 eV between the

isomer state and the ground state structure of C-doped Ni147. Additionally,

this isomer state is metastable since a transformation from this structure to

the ground state necessitates overcoming an energy barrier. Instead of the

ground state of the C-doped Ni147 nickel cluster (C in the core), the following

case study will consider the metastable isomer (C in between the first and

second shells) instead. The motivation for this comes from the fact that the

isomer state is more likely to be found in nanotube growth experiments, due

to successive migration of the C atom from the surface of the nickel catalyst

towards its centre. The final cluster considered in this case study, shown in

Fig. 6.1d, is the optimised C2-doped Ni147 cluster.

All these structures were optimised using an efficient scheme of global

optimisation, known as the Cluster Fusion Algorithm[213–215]. Using these

structures, we conducted molecular dynamics simulations based on the Sutton-

Chen, Morse and Tersoff potentials to describe the Ni-Ni, Ni-C and C-C

bondings respectively. The Sutton-Chen potential [121] is a many-body po-

tential that has been shown to reproduce bulk and surface properties of

transition metals and their alloys with sufficient accuracy (see, e.g., Refs.

[122–126] and references therein).

For the Ni-C interaction, we have use a Morse potential whose param-

eters were obtained by fitting the results of an ab initio density-functional

calculation of the Ni-C interaction [127–129]. The form of the Sutton-Chen

and Morse potentials, as well as further discussion regarding the potential

parameters was already given in Chapter 2.
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6.1.1 Pure Ni147 clusters

Figure 6.2: Caloric curve (left) and heat capacity (right) of the pure Ni147

cluster. Temperatures T<Tfreeze and T>Tmelt correspond respectively to
the completely frozen and molten states. The melting temperature of the
cluster, Tm = 750 K, is given by the maximum of the heat capacity.

In Fig. 6.2, we present the caloric curve and heat capacity plots of the

pure Ni147 cluster. The heat capacity has been derived from the caloric

curve using Cv = (∂E/∂T )v. The change in the gradient of the caloric curve

indicates the occurence of a thermal phase transition, of which the height of

the jump in the vicinity of the phase transition point gives an estimate of

the latent heat, i.e. the energy which associated with the destruction of the

ordered lattice.

For the pure Ni147 cluster, the onset of the melting transition occurs from

Tfreeze ≈ 600 K, before which the cluster is completely frozen. While the

cluster can be considered to be molten by Tmelt > 800 K. The intermediate

interval Tfreezing < T < Tmelting corresponds to the mixed state where both

solid and the liquid phases coexist. As have been discussed in the previous

chapter, such a phase coexistence is a typical behaviour of finite systems,

in comparison to the abrupt and discontinuous change in the caloric curve

when bulk matter melts.

The peak of the temperature-dependent heat capacity curve of Fig. 6.2

gives the melting temperature of the pure Ni147 cluster, Tm = 750 K. This

melting temperature is considerably smaller than the melting temperature
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for the bulk nickel T bulkm = 1728 K[216], due to a substantial increase in

the relative number of weakly-bounded atoms on the surface of the cluster

compared to the bulk.

The heat capacity curve of Fig. 6.2 displays an additional maximum at

T ≈ 660 K, suggesting a stepwise melting process. This small peak corre-

sponds to a “pre-melted” state, where the cluster surface melts while the

core of the cluster remains frozen—an example of static phase coexistence,

or phase separation. The exact delimitation of the two phases is relative

but can be defined from the difference in mobility of atoms taken from the

cluster surface and its core. However, it should be noted that this occurs

before the phase transition temperature of 750 K, where (as we see below)

dynamic phase coexistence can be observed.

Figures 6.3(a), 6.3(b), and 6.3(c) present the time dependence of the

instantaneous values of the total energy (the energy profiles) calculated for

the Ni147 cluster at the temperatures 600 K, 750 K, and 800 K, respectively.

The total simulation time is 10 ns.

As can be seen, the instantaneous total energy values oscillate about their

time-averaged values in Fig. 6.3(a) and (c), corresponding to T = 600 K and

T = 800 K respectively. At either temperature, the pure Ni147 cluster is

either completely frozen (600 K) or completely molten (800 K).

At the phase transition temperature of 750 K however, the energy profile

shows successive oscillations between the two time-averaged values corre-

sponding to the frozen and molten. As such, Fig. 6.3(b) shows that the Ni147

cluster spends part of its time in the frozen state and part of its time in the

molten state—rapidly oscillating between both states. Such a behaviour in-

dicates dynamic phase coexistence, typical of many finite systems [217, 218].

Note that, in the interval of temperatures Tfreezing < T < Tmelting, it is

necessary to perform the molecular dynamics simulations for a relatively long

time (on the order of 10 ns) to achieve time independence of the averaged

total energy 〈Etot 〉 of the system. The average life-time of the system in the

frozen and the molten states depends upon the temperature of the cluster,

resulting in a smooth change of the 〈Etot 〉 from the frozen to the molten state

as a function of temperature. Therefore, Fig. 6.3(b) clearly demonstrates
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Figure 6.3: Time dependence of the instantaneous values of the total energy
calculated for the Ni147 cluster: (a) T = 600 K, frozen state; (b) T = 750 K,
phase transition; (c) T = 800 K, molten state. The dashed-dotted lines
demonstrate the time-averaged total energy of the system.
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dynamic coexistance of two thermodynamic phases at the phase transition

temperature.

6.1.2 Carbon-doped Ni147 clusters

Figure 6.4: Caloric curves (left) and heat capacities (right) of the pure Ni147

cluster (solid line), the C-doped Ni147 cluster (dashed-dotted line) and the
C2-doped Ni147 cluster (dotted line). The melting temperature are Tm =
750 K, 720 K and 725 K for the Ni147, C-doped Ni147 and C2-doped Ni147

clusters respectively.

By introducing an impurity (C or C2) into the pure Ni147 cluster, the

icosahedral lattice of the original Ni147 cluster becomes deformed, leading to

altered thermodynamic properties—which are the focus of this section. Note

that the C-doped Ni147 cluster under investigation is the isomer state with

the carbon impurity located between the first and second icosahedral shells.

In Fig. 6.4, we present the caloric curves and heat capacities of the pure

Ni147 cluster, the C-doped Ni147 cluster and the C2-doped Ni147 cluster. From

the heat capacities, the derived phase transition temperatures for the doped

clusters are: Tm = 720 K for C-doped Ni147 and Tm = 725 K for C2-doped

Ni147, in comparison to Tm = 750 K for the pure Ni147 cluster. Hence, doping

of the Ni147 cluster with a single C impurity reduces its melting temperature

by 30 K.

The decrease in the melting temperature of the doped clusters from, the

pure Ni147 cluster, can be explained as a result of the local distortions of the
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cluster’s icosahedral structure near the impurity. The C atom introduces a

strain in the cluster lattice which decreases the stability of the cluster thus,

its melting temperature. Note that the C2 atom in the C2-doped Ni147 cluster

does not dissociate in the course of the simulation. Thus the C2 impurity

can be considered as a single dopant with simply a larger radius. In general,

Fig. 6.4 shows that the doping of a cluster consisting of hundreds of atoms

by merely a single impurity results in a significant change of its melting

temperature.

As the carbon impurity in C-doped Ni147 is located between the first

and second icosahedral shells, it does not significantly influence the surface

melting of the cluster. This can be seen from the heat capacity plot in

Fig. 6.4, where the onset of the pre-melting peak still occurs from 600 K,

much like in the pure Ni147 cluster.

Melting transitions

Melting transitions can also be recognised from the analysis of the trajectories

of individual atoms and their diffusion in the volume of the cluster. The

melting transition occurs when atoms begin their Brownian motion instead

of the thermal vibrations around their equilibrium positions in the ordered

cluster’s lattice. Such a transition can be seen as a step in the temperature

dependence of the diffusion coefficient. The diffusion coefficient of the atom

i in a media is defined as (see, e.g., Refs. [217, 219]):

Di =
1

6

d

dt

〈
r2
i (t)
〉
, (6.1)

where 〈r2
i (t)〉 is the mean-square displacement averaged along the atom’s

trajectory

〈
r2
i (t)
〉

=
1

nt

nt∑
j=1

(Ri(t0j + t)−Ri(t0j))
2 . (6.2)

Here Ri(t) is a radius vector of an atom i at the time t, and nt is the number

of time origins, t0j, considered along the trajectory. Equation (6.1) is valid for

the simulation time smaller than the time required for a particle to migrate
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across the diameter of the cluster.

Figure 6.5 demonstrates the two-dimensional projection of trajectories

calculated for the Ni atom in the center of the C-doped Ni147 cluster (filled

dots), the Ni atom from the vertex of the cluster surface (stars) and the C

impurity (open dots). The temperature of the cluster ranges from 400 K to

800 K, as is shown in Fig. 6.5. The output time step is 1 ps with the total

simulation time of 2 ns.

As seen in Fig. 6.5, for a low temperature, T = 400 K, all selected atoms

in the C-doped Ni147 cluster vibrate around their equilibrium positions. At

this temperature, the cluster is frozen—as per the analysis of the caloric curve

and the heat capacity calculated for the C-doped Ni147 cluster, see Figs. 6.4

and 6.4).

It has been discussed above that the temperature dependence of the heat

capacity of the C-doped Ni147 cluster exhibits two maxima corresponding to

surface and volume melting of the cluster. It is seen from Fig. 6.4 that the

first maximum in the temperature dependence of the heat capacity appears

when the cluster is at T= 640 K (surface melting), while the second max-

imum appears at T= 720 K (volume melting). The temperature of 680 K

corresponds to the intermediate state when the surface of the cluster has al-

ready melted but the cluster core is still frozen, as confirmed by the analysis

of the atomic trajectories. As can be seen in Fig. 6.5 at T= 680 K, the sur-

face Ni atom begins to diffuse on the surface, while the central Ni atom and

the C impurity are still vibrating around their equilibrium positions. Note,

that the icosahedral surface is inhomogeneous and consists of 12 vertices, 20

faces and 30 edges. The binding energies of the atoms taken from the ver-

tices, faces and edges are thus slightly different. Hence, these atoms begin

diffusion at different temperatures.

Finally at the temperature of 800 K, cluster has completely melted as can

be observed from the temperature behavior of the heat capacity presented

in Fig. 6.4. Figure 6.5 demonstrates that the Ni atoms are moving in the

entire volume of the cluster. The C impurity is also moving randomly in the

cluster volume although the movement only occurs in the central part of the

cluster. Hence, this supposes the heterogeneous distribution of the C atoms
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Figure 6.5: The two-dimensional projection of trajectories calculated for the
Ni atom in the center of the C-doped Ni147 cluster (filled dots), the Ni atom
from the vertex of the cluster surface (stars) and the C impurity (open dots)
for the cluster temperatures T = 400 K, 680 K, and 800 K. The output time
step is 1 ps and the total simulation time is 2 ns.
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in the melted Ni147 clusters at T= 800 K.

Figure 6.6: The time-averaged radial distribution function g(r) calculated for
the Ni and C atoms in the C-doped Ni147 cluster at different temperatures.

The change in cluster structure upon melting is clearly seen in the time-

averaged radial distribution of atoms in the cluster. The radial atomic dis-

tribution function g(r) is defined as:

g(r) = dN(r)/dr, (6.3)
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where dN(r) is the number of atoms in the spherical layer at distances be-

tween r and r + dr from the center of mass of the cluster.

Figure 6.6 demonstrates the time-averaged radial distribution function

g(r) for Ni and C atoms in the C-doped Ni147 cluster calculated at cluster

temperatures of T = 300 K, 600 K, 700 K, 720 K, 800 K, and 1000 K. The

chosen range of temperatures allows for the analysis of the cluster structure

in the frozen, transitional and molten states.

At the low cluster temperature, T = 300 K, one can see the icosahe-

dral shell structure of of the nickel subsystem of the C-doped Ni147 cluster,

consisting of the central atom and three icosahedral shells. The second and

third shells are split—corresponding to atoms in vertex (12 atoms per shell)

and non-vertex positions. Heating the cluster up to 600 K washes out the

subshell splitting, nonetheless the icosahedral shells remain well separated.

With increase in the cluster temperature, up to 700 K, the second and the

third shells beging to merge, although the first and the second shells are still

separated (i.e., the radial distribution function g(r) is equal to zero in the

space between shells). At the temperature corresponding to the maximum

in the heat capacity of the C-doped Ni147 cluster, T = 720 K, the first and

second icosahedral shells merge.

Finally, at the temperatures corresponding to the molten state (800 K and

1000 K in Fig. 6.6), the distribution of Ni atoms become more homogeneous

and the sharp shell structure washes out. Nevertheless, even at T = 1000 K,

some radial order with maxima at 2.6 Å , 4.6 Å , and 6.5 Å still remains,

suggesting that even a molten cluster of a finite size manifests some signs

of a shell structure. This effect might be a general feature of finite systems,

similar to the surface-induced ordering in liquid crystals or the layering effect

at free liquid surfaces [220–222].

Figure 6.6 demonstrates that, at cluster temperatures 300 K and 600 K,

the time-averaged radial distribution function calculated for the C impurity

atom exhibits a sharp maximum at distances 3 Å from the center of mass

of the C-doped Ni147 cluster. Thus, at these temperatures, the C impurity is

located between the first and the second icosahedral shells of the Ni atoms.

By further increasing the cluster temperature to temperatures near the phase
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Figure 6.7: Temperature dependence of diffusion coefficients calculated for
the Ni atom in the center of the C-doped Ni147 cluster (filled dots), the Ni
atom on the cluster surface (stars) and the C impurity (open dots).

transition region, the radial distribution g(r) of the C impurity becomes

wider and the appearance of a second maximum at distances ≈ 2 Å can be

observed. While at T > 800 K, the C impurity can be found to be distributed

in the central part of the cluster.

Figure 6.7 demonstrates the temperature dependence of diffusion coeffi-

cients calculated for the selected atoms in the C-doped Ni147 cluster. It is

seen from Fig. 6.7 that the Ni atom on the cluster surface begins to diffuse at

temperature of 600 K, while Ni atom in the cluster center and the C impurity

remain frozen.

As has been shown above, the caloric curve calculated for the C-doped

Ni147 cluster (see Fig. 6.4) clearly demonstrates a stepwise melting behavior.

In the temperature interval 600 < T < 700 K, the slope of the caloric curve

changes slightly in comparison with that for the frozen state, suggesting the

existence of a pre-melted state. For the temperatures 700 < T < 760
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the time-averaged total energy 〈Etot 〉 growing rapidly and finally reaches its

asymptotic behavior at T > 760 K. The variations in the slope of the caloric

curve result in the appearance of the two maxima in the temperature depen-

dence of the heat capacity. These maxima are associated with the surface

and core (volume) melting of the C-doped Ni147 cluster. This proposition is

fully confirmed by the analysis of the temperature dependence of the diffu-

sion coefficients for the Ni atoms from: (a) the cluster surface and (b) the

cluster center.

Thus, in the temperature interval of 600 < T < 700 K, only surface

atoms diffuse, confirming that the initial melting of the cluster surface. The

Ni atom located in the cluster center then begins to diffuse at T= 700 K. The

diffusion coefficients calculated for Ni atoms located on the cluster surface

and in the core are different up to T = 760 K. The difference in the diffusion

coefficients show that the surface and the core atoms are not yet fully mixed

in the cluster volume. The difference disappears at cluster temperatures of

T > 760 K, when the C-doped Ni147 cluster has become completely molten.

Figure 6.7 demonstrates that the C impurity begins to diffuse at T ≈
700 K—similar to the central Ni atom. However, values of the diffusion

coefficients calculated for the C impurity are considerably lower than those

for the Ni atoms. Knowledge of the diffusion coefficients of the C impurity

in a nickel cluster can be used for building a reliable kinetic model of carbon

nanotube growth [223].

6.2 Modifying the Ni-C interaction

We now investigate what occurs when the Ni–C interaction is modified. The

purpose of this is to study in detail how changing the interaction can induce

or release strain in the lattice of the C-doped Ni147 cluster, leading to a

change in its thermodynamic behaviour.

To do this, we have performed calculations of the melting temperature of

the cluster for a set of different parameters ρ and r0 in the Morse potential

(2.26)—in other words, modeling the variation in the Ni–C interaction.

Curve 1 in Fig. 6.8 presents the dependence of the Morse potential V Ni−C(r)
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Figure 6.8: Morse potential for the Ni – C interaction with different values
of parameters ρ and r0. Curve 1, ρ = 3.295, r0 = 1.763 Å (optimal values);
Curve 2, ρ = 1.648, r0 = 0.882 Å (reduced bonding); Curve 3, ρ = 4.943,
r0 = 2.645 Å (enlarged bonding). The depth of the potential well is kept
constant εM = 2.431 eV.

on the interatomic distance r caclulated for the optimal values of the param-

eters εM , ρ, and r0. Curve 2 in Fig. 6.8 presents the potential V Ni−C(r)

when the bond constant r0 and parameter ρ are reduced by the factor 0.5

in comparison to their optimal values; while curve 3 in Fig. 6.8 presents the

interaction potential V Ni−C(r) when the parameters r0 and ρ are enlarged

by the factor 1.5. Hence, the potentials presented in Fig. 6.8 by curves 2 and

3 model the impurity effect with the local compression and expansion of the

cluster lattice respectively.

To illustrate the effect of variation in the Ni–C interaction on cluster

structure we present, in Figs. 6.9(a)-(c), the histogram of the radial distri-

bution of the number of Ni atoms located at distances between r and r+ ∆r

from the center of mass of the C-doped Ni147 cluster (where the width of the

radial interval is ∆r = 0.001 Å). The change in the cluster structure, due

to varying the parameters of ρ and r0 in the Morse potential, can thus be

clearly seen. For comparison, Fig. 6.9(d) represents the histogram of the
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Figure 6.9: The number of Ni atoms ∆N at distances between r and r+ ∆r
from the center of mass of the C-doped Ni147 cluster calculated for different
values of the parameters ρ and r0: (a) ρ = 1.648, r0 = 0.882 Å (reduced
bonding); (b) ρ = 3.295, r0 = 1.763 Å (optimal values); (c) ρ = 4.943,
r0 = 2.645 Å (enlarged bonding); (d) pure Ni147 cluster for comparison. The
radial interval ∆r is 0.001 Å.

radial distribution of the number of Ni atoms in the pure Ni147 cluster.

In the case of the reduced bonding between the C impurity and the Ni

atoms, the overall icosahedral shell structure of the cluster remains preserved—

although there exists some relaxation of the lattice, Fig. 6.9(a). The increase

of the effective radius of the Morse potential for the Ni – C interaction re-

sults in strong distortions of the icosahedral shell structure of the cluster,

Figs. 6.9(b) and 6.9(c). Such distortions reduce the stability of the cluster in

comparison to the compact icosahedral structure.

Figure 6.10 demonstrates the temperature dependence of the caloric curve
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Figure 6.10: (Left) caloric curves for the C-doped Ni147 cluster calculated for
the different values of parameters ρ and r0. Curve 1, ρ = 3.295, r0 = 1.763
Å (optimal values); Curve 2, ρ = 1.648, r0 = 0.882 Å (reduced bonding);
Curve 3, ρ = 4.943, r0 = 2.645 Å (enlarged bonding). The depth of the
potential well is kept constant εM = 2.431 eV. (Right) heat capacity for the
C-doped Ni147 cluster calculated for the different values of parameters ρ and
r0. Curve 1, ρ = 3.295, r0 = 1.763 Å (optimal values); Curve 2, ρ = 1.648,
r0 = 0.882 Å (reduced bonding); Curve 3, ρ = 4.943, r0 = 2.645 Å (enlarged
bonding). The depth of the potential well is kept constant εM = 2.431 eV.
Arrow indicates the melting temperature of the pure Ni147 cluster.

and the heat capacity of the C-doped Ni147 cluster calculated for the different

parameters of the Morse potential V Ni−C(r). Curves 1 in Figs. 6.10 and 6.10

present the caloric curve and the heat capacity calculated with the optimal

values of parameters for the Ni – C interaction.

Decreasing the effective radius of the Morse potential (see curve 2, Fig. 6.8)

by a factor 0.5 (c.f. the optimal values) results in the contraction of the clus-

ter lattice in the vicinity of impurity. This contraction releases the strain

in the icosahedral structure, therefore leading to an increase of the cluster

stability. In this case the, melting temperature of the impurity doped Ni147

cluster increases by 21 K, compared the pure cluster (see curve 2 in Fig. 6.10).

An increase in the effective radius of the Morse potential for Ni – C inter-

action to its optimal value (see curve 1 in Fig. 6.8) results in the appearance

of an additional strain in the cluster lattice. Therefore, the melting tem-

perature of the C-doped Ni147 cluster decreases compared to the pure Ni147

cluster.
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The further increase in the effective radius of the Ni – C interaction

creates a strong deformation and rearrangement in the cluster structure, see

Fig. 6.9(c). In this case, location of the impurity in the vicinity of the cluster

center becomes energetically unfavourable. Thus, the impurity atom shifts

towards the cluster surface to minimize the destruction of the icosahedral

lattice. This effect prevents the further decrease in the melting temperature

of the cluster, as an impurity located on the cluster surface will not have

much influence on the melting transition of the core.

6.3 Chapter summary

Doping of Ni147 with a carbon impurity lowers its melting temperature by

30 K due to excessive stress on the cluster lattice. The magnitude of the

change induced is dependent upon the parameters of the interaction between

the nickel atoms and the carbon impurity. We have demonstrated that an

induced contraction of the icosahedral clusters lattice in the vicinity of the

impurity results in an increase of the melting temperature of the cluster;

whereas additional strain in the lattice results in the reduction of the melting

tempera23 ture. Therefore, the melting temperature of atomic clusters can

be effectively tuned by the addition of an impurity of a particular type.

Doping by a C impurity changes the melting temperature of the cluster,

consequently this means that doping affects the mobility of the atoms in the

Ni cluster. This effect has to be taken into consideration in particular appli-

cations with metal clusters when the entire process depends on the thermo-

dynamic state of the cluster. An example of such experiment is the process of

the catalytically activated growth of carbon nanotubes. The kinetics of the

carbon nanotube growth depends upon diffusion of carbon atoms through the

metal catalyst. Presence of the impurities can considerably change the flux,

thereby affecting the growth rate of the carbon nanotube. The additional

change in the thermodynamic state of the catalytic particle in the nanotube

growth process might also depend on the strength of the interaction of the

particle with a substrate.
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Conclusions

In this thesis, we have presented a study of phase transitions in nanocarbon

systems, with a particular emphasis on fullerenes. Fullerenes can be consid-

ered as atomic clusters—finite systems that are a bridge between quantum

objects and bulk matter. The work presented in this thesis is largely theoret-

ical in nature, employing as a tool, molecular dynamics simulations to probe

the dynamic stability of fullerenes and associated nanocarbon structures such

as graphenes and nanotubes.

We have first investigated the phase transition of buckminsterfullerene

C60, using the Tersoff potential and a novel forcefield that we have developed—

the Topologically-constrained forcefield [1]. With the Tersoff potential, we

have conducted simulations up to 1000 ns, and have shown that short sim-

ulations of length 50 ns or less may overestimate the phase transition tem-

perature involved in the sublimation of fullerenes. However, the result of

the 500 ns simulation converges with that of the 1000 ns. Within this po-

tential, the C60 was observed to transform into a series of phases prior to

multifragmentation into a carbon gas. These phases are tube-like, bowl-like

and graphene-like in structure respectively. Together with these phase trans-

formations, the C60 was also seen to evaporate a C2 or C atom. However,

by compressing the simulation volume (thus, increasing the pressure), the

transient graphene phase was shown to become metastable between 3600–

4300 K. Analysis of the caloric curves and heat capacities of C60 within the

two different volumes show that C60 experiences a first-order-like phase tran-

113
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sition in the larger volume, and a second-order-like phase transition in the

smaller (higher pressure) volume. These simulations were repeated using

the Topologically-constrained forcefield. Within this novel potential, the C60

did not exhibit transient phase transformations prior to multifragmentation.

However, in the smaller volume, the C60 showed a dynamic phase coexis-

tence where successive and repetitive fullerene fragmentation and formation

was observed within the trajectory of the system at the phase transition

temperature.

These results using the Topologically-constrained forcefield was then used

in a statistical mechanics model that was developed to investgate the C60 ↔
30C2 channel of fullerene formation and destruction. Using the statistical

mechanics model, we were able to correspond the conditions of the dynamic

phase coexistence of C60 to the generalised pressure and temperature con-

ditions in typical arc-discharge experiments, although the correspondence is

quite idealised due to the complex nature of the experimental conditions

which may include nonequilibrium effects.

Furthermore, we have studied the phase transitions in fullerenes C32,

C70, C80, C90, C180, C240 and C540. The results of the molecular dynamics

simulations show that larger fullerenes should be more stable than C60, in

correspondence to the fact that higher fullerenes have higher binding energies

than C60. However, this is despite the fact that C60 has been shown to be

more abundant than any other fullerene size in various fullerene-generating

methods. Thus, thermodynamic and energetic criteria alone are ill-equipped

to describe the stability of fullerenes.

Moreover, the fragmentation pathways are different for fullerenes the size

of C70 and smaller, compared to fullerenes C80 to C540. Small fullerenes were

shown to transform into transient graphene-like phases before multifragmen-

tation to the carbon gas phase. Whereas no such phase were observed for

the larger fullerenes. Such a behaviour may be attributed to entropic factors

which would make transformation to the graphene-like phase unlikely.

We have also investigated the phase transitions of a cluster of 240 carbon

atoms in the form of a fullerene, a buckybowl, a C60@C180 carbon onion, a

graphene element and an uncapped (10,10) nanotube [2]. In this study, we
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have found that the carbon onion, nanotube and buckybowl structures trans-

form into a fullerene before a phase transition to carbon gas. The graphene

fragment, on the other hand, showed no transformation to other phases prior

to disintegration, allowing one to surmise that it follows a different fragmen-

tation pathway.

Finally, we have investigated how the addition of a carbon atom or a C2

molecule considerably influences the melting temperature of a nickel clus-

ter, Ni147 [15]. This effect has to be taken into consideration, particularly

in applications with metal clusters when the entire process depends on the

thermodynamic state of the cluster. The relevant example of such an applica-

tion is the catalytically-activated growth of carbon nanotubes using chemical

vapour deposition. As the carbon nanotube growth depends upon diffusion

of carbon atoms through the metal catalyst, the presence of impurities can

considerably change the flux, thereby affecting the growth rate of the carbon

nanotube. The additional change in the thermodynamic state of the catalytic

particle in the nanotube growth process might also depend on the strength

of the interaction of the particle with a substrate.

The study of the phase transition of C60, as well as that of small nanocar-

bon structures, is an important step in the understanding of the stability

and resilience of these structures, as well as their formation mechanisms and

their transformations from one phase to another. Moreover, knowledge of the

phase transition of carbon nanostructures is important is the construction of

a nanocarbon phase diagram which would allow one to know the upper and

lower limits of the stability of a nanocarbon phase for a given temperature,

pressure and number of atoms. Such information would be indispensible in

any application involving nanocarbon structures, in particular, for nanoelec-

tronics.
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F. Pagliarulo. Time-dependent spectrum of thermionic emission from

hot C60. Eur. Phys. J. D, 34:151–155, 2005.



BIBLIOGRAPHY 121

[42] E. E. B. Campbell and R. D. Levine. Delayed ionization and frag-

mentation en route to thermionic emission: Statistics and Dynamics.

Annual Review of Physical Chemistry, 51(1):65–98, 2000.

[43] F. Rohmund, A. G. Glotov, K. Hansen, and E. E. B. Campbell. Ex-

perimental studies of fusion and fragmentation of fullerenes. J. Phys.

B: At. Mol. Opt. Phys., 29:5143–5161, 1996.

[44] A. Rentenier, D. Bordenave-Montesquieu, P. Moretto-Capelle, and

A. Bordenave-Montesquieu. Kinetic energies of charged fragments

resulting from multifragmentation and asymmetric fission of the C60

molecule in collisions with monocharged ions (2-130 kev). J. Phys. B:

At. Mol. Phys., 36:1585–1602, 2003.

[45] B. L. Zhang, C. Z. Wang, C. T. Chan, and K. M. Ho. Thermal disin-

tegration of carbon fullerenes. Phys. Rev. B, 48:11381–11384, 1993.

[46] B. L. Zhang, C. Z. Wang, K. M. Ho, and C. T. Chan. Melting of carbon

cages. Z. Phys. D, 26:285–287, 1993.

[47] C. Z. Wang, C. H. Xu, C. T. Chan, and K. M. Ho. Disintegration and

formation of C60. J. Phys. Chem., 96:3563 – 3565, 1992.
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the thermal stability and phase changes of small carbon clusters and

fullerenes. Eur. Phys. J. D, 6:221–233, 1999.

[59] W. Zhang, Z. Xu, and Z. Zhu. Study of Thermal Stability of Fullerenes

by Molecular Dynamics. Int. J. Mod. Phys. B, 19:2892–2898, 2005.

[60] Chunhui Xu and Gustavo E. Scuseria. Tight-binding molecular dy-

namics simulations of fullerene annealing and fragmentation. Phys.

Rev. Lett., 72:669–672, 1994.
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