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The significance of data and Artificial

Intelligence (AI) has a profound impact on all

industries, presenting both challenges and

opportunities. Given its power and relevance,

AI has not gone unnoticed in the public affairs

sector. The upcoming German federal election in

2025 brings discussions about AI to the fore-

front, raising questions about the extent to

which data will drive the public affairs field and

how it will be handled.

AI-generated data provides valuable insights

that can help to identify and model trends, pat-

terns, and preferences among individuals. It

enables a deeper understanding of the external

environment and allows for more targeted

communication and tailored messaging. This

can be an efficient way to engage with stake-

holders and ensure that information reaches the

intended audience effectively. AI can also help to

allocate resources of public affairs teams, even-

tually devoting more time to strategic activities

and tactical considerations. However, there is a

clear need to address the legal framework for

data collection and usage, particularly in terms

of data protection.

In contrast to Germany, the United States of

America place less emphasis on data protection,

resulting in a more prevalent data-based poli -

tical work. As a consequence, specific interest

groups influence the political sphere more than

the general American society can do. These

circumstances are not desirable for us: We

have the responsibility to maintain a perspec-

tive on issues relevant to society as a whole and

to convey these across the social breadth.

Professionals need to resist the temptation to

only use AI data to develop strongly individual-

ized content for specific groups. As an interface

between politics, business, and society, profes-

sionals have the task of continuing to communi-

cate issues in a holistic matter and being aware

of its influential power.

Excessive tailoring or adapting of content using

AI-generated information poses two risks.

Firstly, if lobbying is solely based on available

data about individuals, it could impact democ -

racy negatively. Over-reliance on such data

might cultivate narrow echo chambers, an envi-

ronment, where individuals are only exposed to

information and perspectives that align with

their existing beliefs. These circumstances can

reinforce biases and further divide society, hin-

dering the exchange of diverse opinions and lim-

iting democratic discourse. Secondly, the sole

consideration of AI data alone might perpetuate

patterns and narratives that society aims to

overcome, such as marginalization. Especially,

since limited or biased data used to train AI

models can further preserve bias in AI systems.

It is therefore important to acknowledge the fact

that AI is not a neutral technology. To use AI

effectively and for the public interest, ethical and

social implications of its use have to be under-

stood and implemented into a company’s AI

governance system to ensure accountability,

fairness, and transparency in its applications.

Given the listed facts, effective and progressive

public affairs work must find a balance of

AI-generated data and a network-oriented

approach with personal interaction. The face-to-

face interaction with stakeholders will still be

key in building trust, foster relationships, and

establish a deeper understanding of the con-

cerns, needs, and aspirations. It provides an

opportunity for listening, empathy, and recipro-

cal communication. Actively seeking dialogue

helps in uncovering unspoken needs, identifying

personal feelings and power dynamics, recog-

nizing shared values, and forging alliances or

partnerships.

We as public affairs professionals therefore aim

to consider the interests of all involved and

affected parties, in line with the values and prin-

ciples of Union Investment: partnership, trans-

parency, solidarity, and down-to-earthiness.

These guidelines apply equally in both, the digital

and analog worlds, to guarantee a progressive

and successful effort in our public affairs work. 

Editorial

The Role of Data and Artificial
Intelligence for Progressive 
Public Affairs

Stefan Mai

Dr. Stefan Mai

Head of Executive Board Office, 

Head of Public Affairs

Union Asset Management Holding AG
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Introduction

Table retrieval from data lakes has recently

become important for many downstream

tasks. For example, data engineering efforts

often involve retrieving relevant tables from

data lakes to provide the basis for further data

analysis and exploration. Moreover, table

retrieval has also gained importance beyond

data engineering. For example, recent open-

domain table question answering (TQA)

approaches combine table retrieval with large

language models (LLMs) to answer questions

based on tables.

Existing table retrieval approaches often follow

the same procedure: Given a data lake of tables

and a user-provided information need, they

estimate each table’s relevance to the informa-

tion need and return a ranking of the most rel-

evant tables. While this approach helps users

to search through large collections of tables, it

still has severe limitations:

(1) Irrelevant data in full tables. A major issue

of existing table retrieval approaches is that

they are coarse-grained and often only return

full tables. While this approach is somewhat

tractable for small web tables, retrieving full

tables can cause high manual filtering over-

heads for real-world table repositories such as

enterprise data lakes, where tables often con-

tain hundreds of columns and millions of rows.

(2) Scattered information. A second major

issue is that relevant information is often scat-

tered across multiple tables in the ranked

result list, causing additional difficulties and

overheads for users to identify and combine the

relevant information.

Towards Fine-Grained Structured Table

Retrieval

To address these limitations of existing table

retrieval approaches, we propose the idea of

fine-grained structured table retrieval, where

the goal is to use data from the data lake tables

to construct small relational databases that

are tailored to the specific user-provided infor-

mation needs. We further present our vision of

R2D2 (Retrieving Relevant Data from Data

Lakes), a system which tackles this goal by

diverging from existing table retrieval ap -

proaches in two key aspects: 

(1) Instead of retrieving full tables, R2D2 first

splits the tables into smaller tiles (sub-tables),

allowing the retrieval step to select which parts

of the table to return to the user. In contrast to

existing table segmentation approaches, we pro-

pose a novel representation-based slicing algo-

rithm that is agnostic to the information needs

but takes the table data into account to group

related rows and columns in the same tiles.

(2) Instead of returning ranked lists of inde-

pendent tables as a result, R2D2 detects rela-

tionships between the individual tiles in the

result and uses them to compose structured

results in the form of small relational data -

bases. Returning multiple tables allows us to

better capture the relevant entities of the infor-

mation needs. Moreover, we argue that such

structured results come more naturally to

users and let them get an overview of the

retrieved data more easily.

Prototype Implementation

As shown in Figure 1, R2D2 works in three

stages. The first stage uses our novel repre-

sentation-based slicing algorithm to slice each

table into a set of small tiles. The second stage

then uses embeddings of the information need

(i.e., the user’s question) and tiles to retrieve a

set of relevant tiles. Finally, the third stage

derives the relationships between the retrieved

tiles to compose the structured result that rep-

resents the data satisfying the user’s question.

Representation-based slicing. By slicing the

Research Report

Rethinking Table Retrieval From
Data Lakes
EXISTING TABLE RETRIEVAL APPROACHES ESTIMATE EACH TABLE’S RELEVANCE FOR

A PARTICULAR INFORMATION NEED AND RETURN A RANKING OF THE MOST RELE-

VANT TABLES. THIS APPROACH IS NOT IDEAL SINCE THE RETURNED TABLES OFTEN

INCLUDE IRRELEVANT DATA AND THE REQUIRED INFORMATION MAY BE SCATTERED

ACROSS MULTIPLE TABLES. TO ADDRESS THESE ISSUES, WE PROPOSE THE IDEA OF

FINE-GRAINED STRUCTURED TABLE RETRIEVAL AND PRESENT OUR VISION OF R2D2,

A SYSTEM WHICH SLICES TABLES INTO SMALL TILES THAT ARE LATER COMPOSED

INTO A STRUCTURED RESULT THAT IS TAILORED TO THE USER-PROVIDED INFORMA-

TION NEED. AN INITIAL EVALUATION OF OUR APPROACH DEMONSTRATES HOW OUR

IDEA CAN IMPROVE TABLE RETRIEVAL AND RELEVANT DOWNSTREAM TASKS SUCH AS

TABLE QUESTION ANSWERING.

Jan-Micha Bodensohn Carsten Binnig

Figure 1: Prototype Overview

economic factors of cities
and countries in Europe
information need 3. Structured Result

Construction

2. Fine-grained
Tile Retrieval

1. Representation-
based Table Slicing

relevant tiles

tile storedata lake structured result
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tables into tiles, we allow the retrieval step to

filter which parts of the table to return to the

user. Naively partitioning the tables into row-

wise or column-wise chunks may leave related

information, that is relevant to the same infor-

mation needs, scattered across multiple tiles.

To tackle this issue, we propose a novel slicing

algorithm that works based on representations

of the table data. In each step, we partition the

table either horizontally or vertically to incre-

mentally increase the focus of the resulting

tiles whilst keeping related rows and columns

in the same tile.

The slicing algorithm starts with a full table

and then recursively splits it into multiple tiles.

In each step, we first determine which tile to

split. Since we want to keep related informa-

tion in the same tile, we compute a measure of

semantic heterogeneity di for each tile and split

the tile with the highest heterogeneity. To oper-

ationalize this, we compute representations for

each tile’s rows and columns using a pre-

trained language model (Reimers and

Gurevych, 2019). Next, we determine the maxi-

mum pairwise cosine distances di
row and di

col

between the row and column representations

of tile 𝑖 and consider the greater of the two dis-
tances as the tile’s semantic heterogeneity di.

We also use di
row and di

col to determine whether

to split the tile row-wise or column-wise based

on which of the two values is greater. To then

actually split the tile, we cluster the tile into k
clusters of rows/columns based on the tile’s

row/column representations. We then continue

to recursively split the resulting tiles until a

specified number of tiles is reached.

Fine-grained tile retrieval. Given a user-pro -
vided information need, R2D2 performs a

cosine similarity-based vector search to

retrieve a set of relevant tiles. To compute the

representation for the information need, we

simply embed the natural language string. To

compute the tile representations, we compute

embeddings for all rows and columns of the

source table. The tile representations are then

computed by averaging the embeddings of all

corresponding rows and columns.

Structured result construction. Finally, R2D2
uses the retrieved tiles to compose the struc-

tured result that is returned to the user. The

main idea is that instead of returning a ranked

list of individual tiles, we aim to construct a

structured set of tables that better represents

the relationships between the data. Our proto-

type of R2D2 merges all tiles that come from

the same source table and thus have explicit

structural relationships. For each source table,

we determine the smallest sets of rows and

columns so that their overlap contains all

retrieved tiles and construct one result table

based on this overlap.

Table Question Answering

To demonstrate the viability of the ideas behind

our approach, we combine R2D2 with a LLM to

evaluate how our approach can benefit TQA as

a first downstream task.

Data sets. We experiment on two data sets:

Spider (Yu et al., 2018) is a text-to-SQL data set

containing relational databases with natural

language questions and matching SQL queries.

Open-WikiTable (Kweon et al., 2023) is an open-

domain TQA data set containing web tables

with natural language questions and matching

SQL queries.

Experimental setup. We combine our table

retriever (R2D2) with a LLM (OpenAI’s GPT-4

Turbo) in a retriever-reader framework, i.e., the

LLM receives the retrieved tables and the ques-

tion and generates the answer. To analyze the

effectiveness of the retrieval approach, we con-

strain the input size to 1,000 tokens for Open-

WikiTable and 200 tokens for Spider. We com-

pute the exact match (EM) accuracy to evaluate

the TQA and measure the recall (R) based on

which cells are included in the model input.

Results. Table 1 shows that R2D2 vastly
improves the accuracy and recall on both data

sets compared to retrieving full tables (no 

slicing). Furthermore, we see that our repre-

sentation-based slicing algorithm outperforms

naïve row-wise and column-wise slicing on

Open-WikiTable. On Spider, our approach out-

performs row-wise slicing and performs on par

with column-wise slicing. Finally, we see that

omitting the result construction and instead

using individual tiles as input to the LLM leads

to sharp declines in accuracy and recall, indi-

cating the importance of the result construc-

tion step.
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Table 1: TQA EM Accuracy and Recall

OWT Spider

R

.44

.64

.84

.65

.82

EM

.08

.09

.13

.11

.13

R

.07

.38

.48

.21

.51

EM

.08

.29

.25

.12

.32

No Slicing

Row-Wise Slicing

Column-Wise Slicing

R2D2 W/O Result Construction 

R2D2
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Introduction

The success of a firm depends on its cus-

tomers. The development of the number of cus-

tomers is therefore highly relevant for man-

agers, investors, and analysts. While firms can

often influence the number of newly acquired

customers by the size of the marketing spend,

observing customer loyalty provides insights

into the underlying trajectory (Ellis and Brown,

2017; Ries, 2011; TechCrunch, 2022). Observing

customer loyalty across customers acquired at

different points in time can, however, lead to the

wrong conclusions if its underlying forces are

overlooked (McCarthy et al., 2024). 

Suppose an investor would, for example, look

at the loyalty development of Company A in

period 5 in Figure 1. In that case, he/she

observes a customer loyalty rate that seems

constant at ~80% in the first five periods.

However, the observed loyalty can decrease

significantly in the following years. Why?

The overall loyalty development is driven (I) by

an increase in loyalty of current customers and

(II) by a decrease in loyalty of new customers

compared to current customers. While the

contrary development of the two drivers equals

out at the beginning of the firm’s lifecycle, over

time, the decrease in new customers’ loyalty

outweighs the gain in current customers’

loyalty, leading to an overall lower loyalty rate.

The contrary loyalty dynamics mislead the

stakeholder to an over- or underestimation

dependent on the measurement method used

for firm success.

A priori, sound reasoning exists for each direc-

tion of the loyalty movement. Current cus-

tomers’ loyalty could increase over time due to

survival bias, with customers with a lower prod-

uct fit churning early on and customers with a

higher fit remaining (Fader and Hardie, 2007;

Gupta and Lehmann, 2005; Kumar and

Reinartz, 2018; McCarthy et al., 2024). However,

on the contrary, customer saturation could

increase with increasing duration of customer

affiliation, and the product (which could be a

good software or service) becomes less valu-

able, leading to decreasing customer loyalty

(McCarthy et al., 2024).

For new customers’ loyalty development, loyalty

could increase as the product first must be

established in the market (Prins et al., 2009)

before attracting more established customers

with higher loyalty. Otherwise, loyalty could

decrease as the customers with the highest fit

become customers early on, with later acquired

customers being less loyal (Eisenmann, 2021).

So, insights into which direction the loyalty of

current and new customers develops help

investors, analysts, and managers to better

evaluate future firm performance. Therefore, we

aim to answer the following research questions:

1. How will current customers’ loyalty develop

over time?

2. How will new customers’ loyalty differ from 

current customers’ loyalty?

3. Which drivers impact loyalty development? 

(e.g., technology types, customer growth, 

location of technology’s headquarters)

4. How will the change in current and new 

customers’ loyalty impact overall loyalty?
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Customer Loyalty Trajectory for B2B
Firms: Unveiling Patterns of Retention
CUSTOMER LOYALTY IS A CRITICAL MEASURE FOR SUCCESS, SHOWING IF A FIRM'S

PRODUCT IS RECEIVED WELL BY ITS CUSTOMERS. TO UNDERSTAND ITS DEVELOP-

MENT OVER TIME, TWO FUNDAMENTAL QUESTIONS MUST BE ANSWERED: (I) HOW

WILL CURRENT CUSTOMERS' LOYALTY DEVELOP, AND (II) WILL NEW CUSTOMERS'

LOYALTY DIFFER FROM CURRENT CUSTOMERS' LOYALTY? THE AUTHORS EMPIRICALLY

ANSWER THESE QUESTIONS BASED ON A DATA SET INCLUDING ~500 B2B WEB TECH-

NOLOGIES WITH JOINTLY ~325 MILLION CUSTOMERS SPANNING OVER 24 YEARS.

THEY SHOW THAT LOYALTY HARDLY DEVELOPS AND, IF SO, IT RATHER DECREASES

THAN INCREASES. THE LOYALTY OF CURRENT CUSTOMERS RARELY CHANGES AND, IF

SO, RATHER INCREASES THAN DECREASES. NEW CUSTOMERS ARE MOST LIKELY

LESS LOYAL THAN CURRENT CUSTOMERS. THESE RESULTS SHOW THAT BY FAILING

TO ACCOUNT FOR THESE UNDERLYING DEVELOPMENTS, STAKEHOLDERS, IN MOST

CASES, DRAW THE WRONG CONCLUSIONS ABOUT PRODUCT VALUE MEASURED VIA

CUSTOMER LIFETIME VALUE.

Johannes Roscher         Ali Tamaddoni           

Bernd Skiera

Research Report

Figure 1: Exemplary Customer Loyalty Development

of Company A
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Research Approach

To answer these questions, we construct period-

cohort tables, whereby we group customers into

cohorts based on the year of their first purchase.

They are then tracked along their age (i.e., the

time they have been customers), showing the

number of customers who re mained active in

the next year out of the initially acquired cus-

tomers of the cohort. We convert these tables

to year-to-year retention tables, showing what

proportion of customers of a co hort in a period

remained active in the next period (note, the

value in each cell is between 0 if all customers

churn, and 1 if all customers stay). 

The development of retention rates along the

table is equal to the development of current

customers’ loyalty (hereafter the age effect –

corresponding to research question 1), while

the difference in retention rate between the

cohorts is equal to the difference in new cus-

tomers’ loyalty compared to current customers’

loyalty (hereafter the cohort effect – correspon-

ding to research question 2). 

Data Set

To empirically answer our research questions,

we assemble a B2B data set including 689 web

technologies, hereafter referred to as technolo-

gies each treated as an independent entity, out

of which we keep (after several data cleaning

steps) 497 technologies with more than 325

million customers. The data set comprises

eight technology types (e.g., web hosting and

infrastructure, advertising and marketing, con-

tent management and development) and spans

24 years (2000 to 2023).

Looking at the average churn rates across

technologies, we see that after 3 years, on aver-

age, 55% of customers churned. Looking at

average customer loyalty by technology type, we

see only small differences between categories:

All average loyalty rates are between 73% and

75%, apart from Email Hosting at 90% and

Media and Content Delivery at 64%. In addition,

we can observe a difference between the aver-

age loyalty rate of technologies in the US (76%)

and other geographic areas (80%), which is sig-

nificant with a p-value of 0.04% based on the

Mann-Whitney U test.

Results

To assess the direction of the age and cohort

effect across our full sample, we run individual

regressions for each technology, summarizing

the direction of effects in Figure 2. It shows the

number of significantly positive, neutral, and

significantly negative coefficients for the age

and cohort variable of the individual models

across our sample. First, looking at the age and

cohort effect separately, we see that 279 of the

497 technologies have a neutral, i.e., no age

effect. Out of the remaining 218 technologies,

162 show a positive and 56 a negative age effect. 

We conclude that the age effect is primarily

neutral but more likely positive than negative.

The cohort effect, on the other hand, is negative

for 260 technologies and neutral for 203 tech-

nologies. Looking at the interaction of the

effects, we see that if the cohort effect is posi-

tive, the age effect is also often positive. When

the cohort effect is neutral, the age effect tends

to be neutral or positive. In contrast, if the

cohort effect is negative, the age effect is rea-

sonably balanced between positive and nega-

tive; however, it is mostly neutral.

To analyze the impact of potential drivers on the

age and cohort effect, we run three separate re -

gressions with all drivers as independent vari-

ables of each regression and the age, cohort, and

constant of the previously derived age-cohort

OLS regression models as the dependent variab -

 les. As drivers, we investigate (I) the year of tech -

 nology establishment, (II) the technology origin

country, (III) the growth of the company, (IV) the

age of customers, and (V) the technology type.

We show that the year a technology has been

established, the technology’s origin country,

and the average age of cohorts’ customers only

drive overall loyalty. Technologies established

later have lower loyalty, technologies with their

firms’ headquarters in the US have lower loyalty,

and technologies with a higher average age of

07efl | insights 02 | 2024

Figure 2: Overview of the Direction of Age and Cohort Effect (Significance Level >5% and Positive/Negative

Coefficient >0.3% Required for Non-neutral Classification)

Figure 3: Overview of the Number of Technologies by Deviation from CLV, Including Age and Cohort Effects

(Assuming Time Shift for Cohort Effect of 5 Periods, Maximum Retention Rate of 99%, and a Discount Rate of 10%)

Limited effect (+/-10% deviation from constant loyalty development)

Major effect (> +/-10% deviation from constant loyalty development) (x%) Share of technologies of totalNumber of observations: Low  High

Age effectN = 497

Positive Neutral Negative Total

Cohort effect

Positive 27 6 1 34

Neutral 81 115 7 203

Negative 54 158 48 260

Total 162 279 56 497

Cohort effectN = 497

Technologies Not considered Considered

Age effect

Not considered

Considered

Constant loyalty assumption

200 (40%)
297 (60%)

188 (38%)
309 (62%)

322 (65%)
175 (35%)
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customers (i.e., how long the customer existed

before being acquired) have a higher loyalty.

The type of technology, however, influences the

cohort effect and the overall loyalty, with the

direction and significance of the effect depend-

ing on the specific technology type. The growth

of the company has no significant impact on the

age effect, cohort effect, or overall loyalty level.

The age effect is not significantly impacted by

any of the investigated drivers overall.

To see whether the age or cohort effect has a

stronger impact on the overall retention rate

across technologies, we run an OLS regression

with the overall retention development analysis

coefficients as dependent and the age and cohort

effect coefficients as independent variables. We

see that the age and cohort coefficients are both

highly significant, with the cohort coefficient

having a higher z-value (15.686 vis-à-vis 4.099)

and a higher coefficient (0.704 vis-à-vis 0.1805).

We conclude that the cohort effect is more rele-

vant for the overall retention development than

the age effect in our sample. This conclusion

corresponds with our observation of a higher

share of technologies with a negative overall loy-

alty trend, driven by the negative cohort effect. 

Managerial Implications

We show that the age effect tends to be neutral

or positive, and the cohort effect tends to

be neutral or negative, with the overall loyalty

being more likely to develop negatively than

positively but keeping a neutral development

in most cases. The question, therefore, is: Do

stake holders even need to care about the

effects or do the opposing age and cohort

effects counterbalance each other?

To investigate this question, we calculate four

exemplary customer lifetime values (CLVs) for

each technology, by (I) not including any age or

cohort effects, (II) including only the respective

age effect, (III) including only the respective

cohort effect, and (IV) including both effects. We

assume the base loyalty level, the age, and the

cohort effect to correspond to the intercept, the

age, and the cohort coefficient of our initial age-

cohort OLS regression per technology. After

calculating the four CLVs per technology, we

calculate the differences for the CLVs, including

only the age effect, the cohort effect, and the

age and cohort effect compared to the CLV,

excluding both effects. 

In Figure 3, we show, dependent on the includ-

ed effects, the share of technologies for which

the deviation in CLV compared to the constant

loyalty CLV is larger than 10%. Accordingly, if

only considering the age effect, we see that the

CLV deviates for 60% of technologies by more

than 10%. The standalone cohort effect leads to

a deviation of >10% for 35% of technologies. If

both effects are included, we see that the CLV is

significantly impacted for 62% of technologies.

We observe that 33% of technologies deviate

by ±10-25% compared to a constant loyalty

assumption, and 29% deviate by more than 25%.

In addition, we see an equal distribution in the

number of technologies between technologies

deviating by more than +10% (32%) and by devi-

ating more than -10% (31%).

We conclude that the age and cohort effect sig-

nificantly impact the CLV calculation in most

cases, highlighting the need for stakeholders to

consider them in their assessments. Startup

investors, in particular, should request cus-

tomer loyalty data not only on an overall level

but also cohort-by-cohort to predict future

development. As shown in the initial example of

this paper, a contrary age and cohort effect can,

jointly with customer growth, lead to the wrong

conclusions, e.g., by assuming a firm has con-

stant customer loyalty when, in reality, the cus-

tomers with the highest product-fit have already

been acquired, leading subsequently to cus-

tomers with lower loyalty. We, therefore, argue

that outside stakeholders should urge firms to

publish their customer loyalty developments on

a cohort level, providing insights into the under-

lying dynamics of the firm trajectory.
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Insideview

Finding the Right AI Approach 
for the German Savings Banks  
INTERVIEW WITH MARTIN WALDMANN

Generative AI is a game changer – also in the

financial sector. Institutions and their IT serv-

ice providers need to consider carefully:

Which AI approach will enable them to imple-

ment optimal solutions for themselves and

their customers in this highly regulated

environment?

How did Finanz Informatik, as the savings

banks’ digitalization partner, proceed here? 

As the savings banks’ digitalization partner, we

aim to digitalize processes and workflows in the

savings banks, which are currently only partial-

ly automatized, in a customer-centric and prac-

tice-oriented manner. Generative AI offers new

opportunities, whereby deep integration and

access to data are crucial for increasing effi-

ciency and offering new solutions with AI.

Can this be achieved with AI solutions from

the cloud?

Today's general-purpose AI models are

focused on the consumer market and are con-

nected to a cloud infrastructure. The range of

services provided is enormously. For the

savings banks, we need more specific AI

models that have been additionally trained with

savings bank data and are tailored to their

needs.

How did you proceed here?

As the savings banks’ digitalization partner, we

already supply all banking solutions centrally

today – from design and development to oper-

ations. As a result, we have established a

market leading expertise and a scalable infra-

structure. Our AI strategy for the savings banks

builds upon that and relies on powerful pre-

trained open source AI models from Meta and

Mistral, which we train with the savings banks’

data in our own data centers to create a

“savings bank AI model”.

What are the advantages of this approach?

We can tailor our AI solutions precisely to the

needs of the savings banks and their cus-

tomers. Thanks to the deep integration of the

“savings bank AI model” into our IT platform,

we can seamlessly integrate AI solutions into

the existing and future business processes.

This applies to stationary sales as well as digi-

tal channels and service centers.

In the next quarter, we will also provide the sav-

ings banks’ employees with the “S-KIPilot”,

which supports the classic generative AI func-

tions and can successively access the savings

banks’ data via interfaces.   

Does this approach offer further advantages?

The “S-KIPilot” is based on our specific “sav-

ings bank AI model” and is fully operated in our

own data centers. This ensures a high level of

data protection and information security be -

cause no customer or contract data is trans-

ferred to any cloud. We also retain full control

over the AI’s behavior – this allows us to better

understand results and reduce “hallucinations”

to a minimum. We have currently integrated dif-

ferent open source AI models from two pro -

viders in our AI platform which we actuate in a

controlled manner. This allows us to reduce the

dependency on single providers or AI models.

Where do you see the benefits of generative

AI for savings banks in the future?

With our “savings bank AI model” and the deep

integration into our IT platform, we can link the

savings banks’ data and information intelligently.

In this, we see outstanding potential, which we

want to use to further increase efficiency and

customer satisfaction for the savings banks.

Thank you for this interesting conversation.

Martin Waldmann

Executive Director

Finanz Informatik
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News

Hesse Funds Projects of Prof. Dr. Hinz
The Hessian Loewe program funds the project “TransfAIr – Development and Design of a Software-
supported Compliance Check for Transparent and Fair AI Systems” of Prof. Dr. Oliver Hinz with an
amount of EUR 690,000. Furthermore, Hessian.AI funds the project “EcOOL – Economics of
Optimizing Organizational LLMs” which examines an optimal fine-tuning of large language models
for the industry.

Prof. Dr. Binnig Elected to VLDB Board of Trustees
Prof. Dr. Carsten Binnig has been elected to the Board of Trustees of the US-based Very Large Data
Base (VLDB) Endowment for a six-year term. The non-profit organization aims to promote scientific
work and international exchange in the field of databases and related areas. The foundation serves
as the steering committee for the VLDB conference series, one of the most important and interna-
tional conferences in the field.

8th SAFE Market Microstructure Conference 
Together with the Leibniz Institute for Financial Research SAFE and the Institute for Financial
Innovation & Technology at Ludwig Maximilian University of Munich, Prof. Dr. Gomber is organizing
the 8th SAFE Market Microstructure Conference. The conference will be held on September 20th,
2024, in Munich. The conference aims to present latest research and to stimulate the discussion on
current developments in the field of market microstructure. 

Paper Cited by Important Media Channels
Bloomberg and FAZ cited the efl Paper “Shifting Volumes to the Close: Consequences for Price
Discovery and Market Quality” by Micha Bender, Dr. Benjamin Clapham, and Benedikt
Schwemmlein. The authors investigate the massive shift of trading volumes from continuous
trading into the closing auction and the effects of these shifts on the efficiency of closing price
determination and market quality in continuous trading. The paper is available here:
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4757345.

EFL ANNUAL CONFERENCE 2024
The efl Annual Conference on “More Value for Money in Financial Advice – How Data Science
Can Pave the Way” will take place on November 15th, 2024. The focus of the conference will be
on data science in financial consulting, which goes beyond the use of AI. We thank Prof. Dr.
Andreas Hackethal and his team for organizing this year’s conference. For more information,
please visit: https://www.eflab.de/events/efl-annual-conference-2024.
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The authors investigate the behavioral effects of providing consumers with crowdsourced

information about the consumption patterns of unknown demographic peers in an app.

The results show that app users, who have spent much more on consumption than their peers,

reduce consumption after being confronted with peer averages. Thereby, users only adjust

behavior if the benchmark is peer-group specific but not if it refers to general population. Within

12 months of information provision, overspenders close 17% and underspenders 5% of their

gap relative to peers. This nudge works purely through the information channel and is not

driven by confounding events or social norms. The general implication is that app dash-

boards, which present relevant social benchmark information, can promote individually desirable

behavior.

D’Acunto, F.; Rossi, A. G.; Weber, M.

In: Journal of Financial Economics, 157 (2024) 7, Article No. 103858.

Infopool

RESEARCH PAPER:
CROWDSOURCING PEER INFORMATION TO CHANGE SPENDING
BEHAVIOR

Most firms have a high exposure to cybersecurity risks and were directly or indirectly affected

by a cyberattack. The authors of this paper examine whether cybersecurity risk of firms is priced

in the cross-section of their stock returns. Therefore, they construct a novel firm-level measure

of these risk factors using textual analysis of cybersecurity risk disclosures (e.g., 10-K

statements). The authors’ results indicate that cybersecurity risk is priced in the cross-section

of stock returns. The measure exhibits time-series and cross-sectional characteristics, such as

a positive trend over time and a more frequent occurrence in information technology industries.

In addition, the measure can forecast the likelihood of a company being subjected to a future

cyberattack.

Florackis, C.; Louca, C.; Michaely, R.; Weber, M.

In: The Review of Financial Studies, 36 (2023) 1, pp. 351–407.

RESEARCH PAPER:
CYBERSECURITY RISK
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