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Abstract

A central concern in genetics is to identify mechanisms of transcriptional reg-
ulation. The aim is to unravel the mapping between the DNA sequence and
gene expression. However, it turned out that this is extremely complex. Gene
regulation is highly cell type-specific and even moderate changes in gene ex-
pression can have functional consequences.

Important contributors to gene regulation are transcription factors (TFs), that
are able to directly interact with the DNA. Often, a first step in understanding
the effect of a TF on the gene’s regulation is to identify the genomic regions a
TF binds to. Therefore, one needs to be aware of the TF’s binding preferences,
which are commonly summarized in TF binding motifs. Although for many
TFs the binding motif is experimentally validated, there is still a large number
of TFs where no binding motif is known. There exist many tools that link TF
binding motifs to TFs. We developed the method MASSIF that improves the
performance of such tools by incorporating a domain score that uses the DNA
binding domain of the studied TF as additional information.

TF binding sites are often enriched in regulatory elements (REMs) such as
promoters or enhancers, where the latter can be located megabases away from
its target gene. However, to understand the regulation of a gene it is crucial
to know where the REMs of a gene are located. We introduced the EPIREGIO
webserver that holds REMs associated to target genes predicted across many
cell types and tissues using STITCHIT, a previously established method. Our
publicly available webserver enables to query for REMs associated to genes
(gene query) and REMs overlapping genomic regions (region query). We illus-
trated the usefulness of EPIREGIO by pointing to a TF that occurs enriched
in the REMs of differential expressed genes in circPLOD2 depleted pericytes.
Further, we highlighted genes, which are affected by CRISPR-Cas induced mu-
tations in non-coding genomic regions using EPIREGIO’s region query.
Non-coding genetic variants within REMs may alter gene expression by mod-
ifying TF binding sites, which can lead to various kinds of traits or diseases.
To understand the underlying molecular mechanisms, one aims to evaluate the
effect of such genetic variations on TF binding sites. We developed an accu-
rate and fast statistical approach, that can assess whether a single nucleotide
polymorphism (SNP) is regulatory. Further, we combined this approach with
epigenetic data and additional analyses in our SNEEP workflow. For instance,
it enables to identify TFs whose binding preferences are affected by the an-
alyzed SNPs, which is illustrated on eQTL datasets for different cell types.
Additionally, we used our SNEEP workflow to highlight cardiovascular disease
genes using regulatory SNPs and REM-gene interactions.

Overall, the described results allow a better understanding of REM-gene inter-
actions and their interplay with TFs on gene regulation.
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Chapter

Introduction

Molecular genetics aims to answer the question of how an organism decodes
the genetic and epigenetic information into a phenotype. Starting from a single
zygote, the human body is evolved consisting of trillions of cells, which can be
classified into roughly 200 different cell types (Roy and Conroy, 2018). Each
cell type fulfills specific tasks. For instance, cardiomyocytes are responsible for
the contraction of the hearth (Keepers et al., 2020). Hepatocytes, the most
common cell type in the liver, are involved, among other functionalities, in
the detoxification of the blood (Schulze et al., 2019). Further examples are T
lymphocytes, which are known to play a role in the immune response of the
body by establishing cell immunity (Campbell and Reece, 2009, p. 1290) or
rods and cones, cells of the eye, which contribute to the human vision (Lamb,
2015).

How do cells establish their different functionalities, when they all rely on the
same DNA? The expression of genes differs from cell to cell, not only in how
strong a gene is transcribed, but also in which genes are expressed. Gene ex-
pression is regulated by transcription factors (TFs), proteins that bind to the
DNA by recognizing specific DNA patterns, known as motifs (Lambert et al.,
2018). These motifs occur enriched in regulatory elements (REMs) such as pro-
moters or enhancers (Gasperini et al., 2020). Active REMs, which are bound
by TFs and their co-factors, influence gene expression. Promoters, which are
genomic regions upstream of the gene’s transcription start site, initiate the
transcription. In contrast, enhancers support the expression by communicat-
ing with the promoter via 3D loops even if they are thousands of base pairs
away.

With the emergence of high throughput next generation sequencing (NGS) and
genomics technologies, the hope was to decipher the so-called cis-regulatory



code, which describes the mapping from the DNA sequence to gene expres-
sion (Zeitlinger, 2020; Kim and Wysocka, 2023). However, it turned out that
this is not as easy as for the genetic code, which enables to predict the amino
acid sequence from the DNA sequence. One reason is that REMs are highly cell
type-specific, where some of them are only active at defined time points such
as in embryonic development (Levine and Davidson, 2005). Further, it is not
clear where in the DNA sequence the REMs that regulate a gene are located.
Some of the REMs are known to be megabases away from the promoter of the
gene they interact with (Long et al., 2020; Lettice, 2003) or even interact across
chromosomes (Monahan et al., 2019). Additionally, the quantitatively precise
regulation of genes is extremely important, because even moderate changes in
the strength of the expression can lead to various kinds of diseases such as can-
cer (Flavahan et al., 2015; Cho et al., 2018) or cardiovascular diseases (reviewed
in (Yoshida et al., 2019)). Thus, a central concern of genetics is to understand
how genes are regulated. Throughout this thesis we aim to contribute by help-
ing to answer the following questions:

e How to precisely predict the motif that describes a TFs’ binding behav-
ior? Is it possible to improve existing methods by incorporating the DNA
binding domain? (Chapter 3)

¢ How to detect REMs and their associated target genes? How to identify
those REMs active in the studied cell type or tissue? Is such information
publicly available and how to easily access it? (Chapter 4)

e« How to assess non-coding genetic variations? What is their impact on
TF binding sites and how do they affect gene expression? (Chapters 5
and 6)

The content outlined in this thesis was developed within projects either of
our group or in cooperation with other labs. Thus, for each presented paper we
provide a detailed list with the authors’ contribution. The methods developed
throughout this thesis are written in UPPERCASE letters (MAssIF, EPIREGIO,
and SNEEP).



Chapter

Background

This chapter provides background knowledge which might be helpful to under-
stand the methods developed and analyses performed throughout the thesis.
It is separated into two parts: In Section 2.1 an overview of biological con-
cepts and techniques is given. The second part of this chapter introduces the
computational and mathematical concepts used within this thesis.

2.1 Biological basics

In this section we shortly introduce DNA, RNA, proteins and outline a current
definition of genes and how to measure their expression. Further, we provide an
overview about chromatin structure and accessibility, epigenetic modifications
and gene regulation. The typically used experiments to analyze open chro-
matin, and to detect regions occupied by histones or DNA-binding proteins
are explained as well. Next, we outline a few resources that provide publicly
available functional genomics data resulting from international effort. Finally,
we summarize the CRISPR-Cas technology.

2.1.1 DNA and RNA

The carrier of the genetic information is the deoxyribonucleic acid (DNA), a
macro molecule that is composed of thousands of nucleotides. Each nucleotide
consists of three components: (1) a purine- or pyrimidine base, (2) a five-carbon
sugar, which in case of DNA is the deoxyribose and (3) a phosphate group. To
build a nucleotide, the C1 atom of the sugar interacts with the purine- or
pyrimidine base via a N-glycosidic bond and the C5 atom is linked to the phos-
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Figure 2.1: Structure of the DNA. (A) An illustration of the DNA double helix is shown.
The blue lines represent the backbone of the DNA, while the bases adenine (A), guanine
(G), cytosine (C) and thymine (T) are colored in dark green, light green, yellow and red,
respectively. (B) A more detailed visualization of a short piece of double stranded DNA.
The complementary bases interact via hydrogen bonds with each other. The backbone
of the DNA consists of a deoxyribose (marked in blue) and a phosphate group (yellow
circle). Figure obtained from Campbell and Reece (2009), Abb. 16.7 (a) and (b), p. 416,
slightly modified.

phate group via an ester bond. Within the DNA, four different nucleotides are
observed, which only differ in the base used. The bases of the DNA are the
purine bases adenine (A) and guanine (G) and the pyrimidine bases cytosine
(C) and thymine (T) (Nordheim and Knippers, 2018, p. 29,30).

The nucleotides are connected to each other such that they form a contin-
uous non-branching strand. The DNA molecule consists of two antiparallel
nucleotide strands which are wrapped around each other, forming the typi-
cal double helix structure. Thereby the sugar and the phosphate group build
the backbone of the DNA, whereas the bases are directed towards each other
such that they can interact and thereby stabilize the DNA structure (see Fig-
ure 2.1A). The base pairing follows specific rules: via hydrogen bonds adenine
interacts with thymine and guanine with cytosine (see Figure 2.1B). A conse-
quence of the base complementarity is that by knowing one strand, the other
can be determined (Nordheim and Knippers, 2018, p. 30-32).

A second kind of nucleic acid is the ribonucleic acid (RNA), which consists
of nucleotides formed by the same three components as the DNA. However,
there are two major difference between RNA and DNA: The sugar of the RNA
is ribose, and instead of the base thymine, the RNA contains uracil. In gen-
eral, an RNA molecule is composed of only one strand. Nevertheless, RNA
can exist in a double stranded form, where the base pairing occurs between
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short complementary parts within one strand (Nordheim and Knippers, 2018,
p.52). RNA molecules are typically classified into several classes. The mes-
senger RNA (mRNA) is the best known one, and is translated into proteins.
However, only a small fraction (around 1 — 2%) of the human genome encodes
for genes that are translated to proteins (The ENCODE Project Consortium,
2012). The remaining genome is non-coding. A rather large fraction of the
non-coding genome still results in functional RNAs. These non-coding RNAs
(ncRNAS) can be involved in the biosynthesis of proteins like transfer RNAs
(tRNA), be part of a subunit of a ribosome like ribosomal RNA (rRNA) or
have regulatory effects like ncRNAs or small RNAs (sRNAs) (Nordheim and
Knippers, 2018, p.52-54). Especially in recent years, it has been shown that
ncRNAs are widely expressed and involved in gene regulation by controlling
the chromatin architecture and enhancer activity (Mattick et al., 2023). Ad-
ditionally they play an important role in diseases, such as cancer (Slack and
Chinnaiyan, 2019) and cardiovascular diseases (Gurha, 2019).

2.1.2 Proteins

Proteins are macromolecules comprised of amino acids. A single amino acid
contains a carboxyl group, an amino group, a hydrogen atom and a side chain
on the central C-atom. The side chain is different for each amino acid in terms
of size, shape and charge. Among the existing amino acids, mostly 20 different
amino acids are found in proteins (Campbell and Reece, 2009, p. 107-109).
To build proteins these 20 amino acids can be put together in various com-
binations resulting in amino acid chains of different lengths (Nordheim and
Knippers, 2018, p. 57). The amino acid chain(s) of a protein are folded in a
characteristic shape resulting in a three-dimensional structure, which is essen-
tial for their functionality. One distinguishes between four different structural
properties: The primary structure is the sequence of the amino acids (Nordheim
and Knippers, 2018, p. 57), whereas the secondary structure is characterized by
hydrogen bonds between CO- and NH- groups of nearby amino acids within the
same chain. This results in three-dimensional sections like a-helices, 8- sheets,
B-loops or -loops (Nordheim and Knippers, 2018, p. 60,61) (Berg et al.,
2013, p. 39-44). The arrangement of these three dimensional sections within
the protein is called tertiary structure and is formed by disulphide bridges,
hydrophobic interactions, Van der Waals forces and ionic bonds between far
apart amino acids (within the linear sequence) (Nordheim and Knippers, 2018,
p. 62,64), (Berg et al., 2013, p. 45 - 48). A protein can consist of more than one
amino acid chain, thereby the side chains of the amino acids of different chains
can interact with each other. This spatial arrangement of the subunits of a pro-
tein is called quaternary structure (Nordheim and Knippers, 2018, 66) (Berg
et al., 2013, p. 47,48). Figure 2.2 summarizes the different structures. A well
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Figure 2.2: Protein folding. A visualization of the different states of protein folding.
(from left to right) The primary structure is formed by the amino acid sequence, which
can fold to small three dimensional sections like a-helices or (3-sheets, called secondary
structure. The tertiary structure is given by the arrangement of the secondary structure
and the quaternary structures is the interaction of several folded amino acid chains.

a-helix

known example is for instance the cro-protein of bacteriophages which consists
of two identical subunits (Anderson et al., 1981) or the the DNA polymerase
« in human, which is built out of for different subunits (Lehman and Kaguni,
1989).

2.1.3 Definition of genes and genome

The word gene was first mentioned in 1909 by the danish botanist Johannsen (Jo-
hannsen, 1909). While the first definition of a gene was rather abstract, it
became more and more detailed with further understanding. Around 1940 a
popular definition was that one gene is a section of the DNA that produces
one enzyme or polypeptide (Beadle and Tatum, 1941). However, in the follow-
ing decades where the field of molecular genetics developed with rapid pace it
became clear that the concept gene is much more complicated (reviewed for
instanced in Portin and Wilkins (2017) and Gerstein et al. (2007)).

A current definition of genes is given by Petter Portin and Adam Wilkins in-
troduced in their paper The evolving definition of the term gene (Portin and
Wilkins, 2017). In their work a gene is defined as a not necessarily contiguous
DNA region which results in one or more (non-)coding RNA molecules. The
gene products interact which each other, forming so called gene regulatory net-
works. Depending on whether a gene’s product participates as an element in
a gene regulatory network or as an output, it can have indirect or more direct
effects on the phenotype.

The exact number of human genes is still under discussion (Salzberg, 2018).
The GENCODE annotation version 35 lists 19, 954 protein-coding genes, 17,957
ncRNAs and 7,569 sRNAs (Frankish et al., 2020).

The genome of an organism is described as the entire genetic information, in
other words the DNA-sequence of all chromosomes. The human genome for
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Figure 2.3: Overview RNA-seq. The different steps of an RNA-seq experiment for
mRNA is visualized. Figure inspired by Kukurba and Montgomery (2015), Figure 1 and
Nordheim and Knippers (2018) Abb. 26.9, p. 541.

instance consists of 24 chromosomes, counting in total around 3 billion base
pairs (Berg et al., 2013, p. 163).

2.1.4 Gene expression measurement

The genes encoded in the DNA are transcribed into RNA. Transcription is
the synthesis of RNA molecules, where the DNA is the blueprint and the nu-
cleotides of the DNA are rewritten (or transcribed) into a nucleotide sequence
of RNA.

To measure gene expression in bulk data, the standard technique is RNA-
seq (Wang et al., 2009). In a first step, RNA is extracted from the cells and
the RNA of interest is isolated, such as the total amount of RNA, only the
mRNA (mRNA enrichment), or everything beside rRNA (Ribo-depletion). The
resulting RNA is fragmented and converted to cDNA, which is the complemen-
tary DNA of an RNA fragment. Next, adapters are ligated to the fragments
which are then amplified and sequenced (Kukurba and Montgomery, 2015;
Stark et al., 2019). The steps are summarized in Figure 2.3. Computational
steps are necessary to quantify the expression of the genes, and are outlined in
Section 2.2.2.

2.1.5 Chromatin structure and accessibility

In eukaryotic cells, the DNA is packed into chromatin. Beside the DNA-
sequence itself, the chromatin mostly consists of different kinds of histones (Nord-
heim and Knippers, 2018, p. 149). A histone is a basic/alkaline protein in which
around a quarter of all amino acids consist of lysine or arginine (Berg et al.,
2013, p. 951). The protein sequence of histones is folded to three a-helices,
which are connect to each other with short loops (Nordheim and Knippers,
2018, p. 147). Among the existing variants of histones, most common are H2A|
H2B, H3 and H4, which can form the protein complex found in chromatin. The
resulting histone octamer consists of eight histones, where H2A, H2B, H3 and
H4 each occur twice. A 147 bp long DNA sequence is wrapped around a his-
tone octamer forming the so-called nucleosome, which are separated from each
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Figure 2.4: Chromatin structure. (A) DNA wrapped around histone octamers forming
nucleosomes, which are connected which each other through linker DNA. Figure obtained
from Nordheim and Knippers (2018), Abb. 7.10, p. 149 modified. (B) Visualization of
densely packed, inactive heterochromatin (top) and loosely packed, active euchromatin
(bottom). Epigenetic modifications can transform one state into the other. Figure ob-
tained from Nordheim and Knippers (2018), Abb. 20.2, p. 444 modified.

other by a linker DNA (see Figure 2.4A) (Nordheim and Knippers, 2018, p.
149) (Richmond and Davey, 2003). In general one can distinguish heterochro-
matin, which is densely packed and often associated with inactive regions. A
popular example for heterochromatin is the inactivation of one X-chromosome
in female mammals (Lyon, 1961). In contrast, there is euchromatin, which is
more loosely packed to allow transcriptional activity (Nordheim and Knippers,
2018, p. 147) (see also Figure 2.4B).

The positioning of the nucleosomes in the genome is dynamic and is involved in
DNA-dependent processes like transcription, DNA-repair or replication. Fur-
ther, it can have a regulatory function by altering the accessible regions to which
DNA-binding proteins can bind to (Tsompana and Buck, 2014). Additionally,
it has been shown that mutations in chromatin remodelers impact the struc-
ture of the chromatin and lead to consequences for human health (Gaspar-Maia
et al., 2009; Hargreaves and Crabtree, 2011; Schwartzentruber et al., 2012).
Several techniques exist to study the genome-wide chromatin accessibility (re-
viewed for instance in Tsompana and Buck (2014) or Klein and Hainer (2019)).
There is MNase-seq that indirectly measures open chromatin by degrading
open chromatin regions with MNase digestion. The remaining regions occu-
pied by nucleosomes are sequenced. In contrast, there are methods that di-
rectly detect open chromatin regions. For instance, DNasel-seq utilizes the
enzyme DNase I that has the ability to cut nucleosome free regions, so called
hypersensitive sites. After DNA purification, short DNA-fragments, which arise
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Figure 2.5: Schematic representation of techniques that measure open chromatin.
(top) Visualization of a short region of open chromatin flanked by nucleosomes. The
arrows point to the DNA fragments generated by the different techniques indicated by
different colors. (bottom) Each row shows the resulting signal of a technique. The
higher the bar the more signal was obtained. In the signal of DNasel-seq and ATAC-seq
footprints can be observed, which indicate the location of DNA-binding proteins, like
Transcription Factors (TF). Figure is taken from Tsompana and Buck (2014), Figure 1.

through high cleavage activity of DNase I, are extracted and sequenced. An
alternative technique is formaldehyde-assisted isolation of regulatory elements
(FAIRE)-seq, where proteins are cross-linked to the DNA. Through sonication
the DNA is sheared, resulting in fragments bound by proteins and protein-
free fragments, which are filtered out and sequenced. A rather new technique
to identify open chromatin is the assay for transposase accessibility and deep
sequencing (ATAC-seq), which relies on a hyperactive Tn5 transposase. The
enzyme inserts sequence adapters into open chromatin regions. The tagged
regions are then isolated and sequenced. Figure 2.5 schematically outlines the
resulting signal of the described techniques. In the signal track of DNasel-seq
and ATAC-seq one can observe short regions, where the signal is slightly drop-
ping. These drops in read coverage are called footprints. They originate from
proteins that bind to the DNA and thus prevent the cleavage enzymes to cut at
their position. Based on the characteristics of a footprint it is possible to pre-
dict which DNA-binding protein was observed. The sequenced DNA-fragments
are mapped to the genome and further analyzed with bioinformatic techniques,
outlined in Section 2.2.2.
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2.1.6 Epigenetic modifications

The word epigenetics can be translated as above genetics, and is a field in
molecular biology where mechanisms are studied that lead to heritable changes
in the structure and activity of the chromatin without affecting the DNA se-
quence itself (Dupont et al., 2009). A well established epigenetic modification
is the DNA methylation, where the cytosine in a CpG context is methylated
(for instance reviewed in Greenberg and Bourc’his (2019)). In the following, we
explain histone modifications, experimental techniques for their genome-wide
identification and their regulatory impact.

Histone Modifications

The N-terminal regions of the protein sequence of histones can be posttransla-
tionally modified, which has not only an impact on how the histones interact
with the DNA (Kouzarides, 2007), but also allows the recruitment of protein
complexes, mostly complexes that modify the chromatin (Nordheim and Knip-
pers, 2018, p. 151). Among the most studied modifications of the side chains
of histones are acetylation and methylation. Special enzymes, the acetyltrans-
ferases (HATS) can transfer an acetyl-group to the lysine (K) side chain of the
histones H2A, H2B, H3 and H4. This is a reversible process, since a histone
deacetylase (HADC) can remove the acetyl-group again. Similarly, the side
chains of the amino acids lysine and arginine (R) of H3 and H4 can be methy-
lated by a histone methyltransferase or demethylated by a histone demethy-
lase (Nordheim and Knippers, 2018, p. 151, 152).

To abbreviate the different histone modifications, we follow the nomenclature
in Nordheim and Knippers (2018): First the histone is denoted, followed by the
modified amino acid and the kind of modification. For instance, H3K4me3 is
the abbreviation for a modification at histone H3, where the amino acid lysine
at position 4 of the side chain is tri-methylated.

Specific histone modifications are often found at the same functional sites in
the genome and certain modifications co-occur with other proteins or tran-
scriptional events. For example, at the TSS of highly expressed genes a high
level of RNA polymerase II was detected, strongly correlated with H3K4me3.
Also H3K4me2 and H3K4mel signals are often detected around transcription
start sites (T'SSs) of active genes (Barski et al., 2007). Further, H3K36me3
is a modification associated with elongation and mostly found in transcribed
regions (Bannister et al., 2005). In contrast, H3K27me3 or H3K9me3 are as-
sociated with heterochromatin and therefore with inactivated and repressed
genes (Jiang and Mortazavi, 2018). In Table 2.1 the most commonly studied
histone modifications are summarized and in Figure 2.6 the signal tracks of
some of these modifications in relation to gene activity at the TSS are shown.
Histone modifications are maintained through DNA replication, however, the
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Figure 2.6: Histone modifications of the TSS depending on the genes’ expression.
For six histone marks the signal is visualized around the TSS categorized based on the
gene expression strength (color coding). Figure is taken from Barski et al. (2007), Figure
2 A,B,C,D,E,G, adapted.

exact mechanism is currently not entirely understood (Francis and Sihou, 2021;
Budhavarapu et al., 2013)

Histone modification | primary localization and functionality |

H3K4me3 active promoter

H3K4mel active and poised enhancers
H3K27ac active enhancers
H3K36me3 actively transcribed genes
H3K9me3 heterochromatin
H3K27me3 heterochromatin

Table 2.1: Commonly studied histone modifications. The table outlines 6 different
histone modifications, their primary location and their associated functionality.

Genome-wide Identification of Histone Modification

A commonly usedtechnique to detect histone modifications, the location of nu-
cleosomes and also DNA binding proteins in a genome-wide fashion and at
base pair resolution is chromatin immunopercipitation followed by sequenc-
ing (ChIP-seq) (Park, 2009). For a histone ChIP-seq analysis, the cells can
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Figure 2.7: Overview of a histone ChlP-seq experiment. lllustration of the steps of a
histone ChIP-seq experiment. The studied histone modification is marked with a red dot
on one of the side chains of a histone. Parts of the figure are taken from Furey (2012),
Figure 1(b).

be treated with formaldehyde to cross-link the nucleosomes to the DNA fol-
lowed by fragmentation with sonication (Orlando, 2000). It is also possible to
omit cross-linking and directly digest the DNA with an micrococcal nuclease
(MNase) resulting in chromatin fragments (O’Neill, 2003). Both techniques are
commonly used und have their own advantages and disadvantages (Park, 2009).
Next, the histone of interest is marked with a specific antibody by immunopre-
cipitation, and is then tagged with antibodies to gather the attached fragments.
The fragments are purified and if necessary the cross-linking is reversed, such
that they can be sequenced. To distinguish enriched fragments from those
which result from side effects of the experiment, the analysis is repeated with-
out the antibody, known as input (Park, 2009; Furey, 2012). These steps are
also summarized in Figure 2.7. Since histone modifications are dynamically
placed and removed in the genome and are cell type-specific, a ChIP-seq exper-
iment results in a snapshot of a specific timepoint averaged across the analyzed
cells. The resulting reads from the input and the ChIP-seq experiment with
antibody are aligned to the reference genome using tools like bowtie2 (Lang-
mead and Salzberg, 2012). To detect the locations where the analyzed histone
mark occurs within the genome, a peak caller like MACS2 (Zhang et al., 2008)
or SICER2 (Zhang and Lupski, 2015) is used to identify enriched regions (see
Section 2.2.2).

The ChIP-seq technique is established as a key method in the epigenetic field
and contributed to important findings in transcriptional regulation (reviewed
in Nakato and Shirahige (2016)). However, there are a few drawbacks of the
ChIP-seq technique which one needs to keep in mind. The quality of the ChIP-
seq results strongly depends on the quality of the used antibody (Park, 2009).
The more sensitive the antibody is the more specific is the immunoprecipita-
tion step. The quality between the antibodies are highly variable, and need to
be validated in the lab. It can occur that no reliable antibody for the studied
modification or DNA-binding protein is known, so the experiment can not be
performed.
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2.1.7  Gene regulation

To understand how genes are regulated, one aims to read the regulatory in-
formation encrypted within the DNA sequence by decoding the so-called cis-
regulatory code. Even though this is still an unsolved problem, and one is not
able to read the cis-regulatory code universally throughout the genome, a lot is
known about gene regulation and the components involved. In the following,
TFs are introduced and their interplay with regulatory elements is outlined.

Transcription factors

Transcription Factors (TFs) are proteins that directly interact with the DNA by
recognizing short patterns in the sequence to which they can bind to. TFs con-
trol the regulation of gene transcription by forming complexes with other pro-
teins as for instance with the RNA polymerase (Reiter et al., 2017). They are
also known to be involved in directly affecting the chromatin state, for instance
by acting as pioneer factors (Zaret, 2018). Further, TFs play an important
role in countless functional processes (Vaquerizas et al., 2009; Lambert et al.,
2018). For example, TFs are involved in cell cyle maintenance (Simon et al.,
2001; Dynlacht, 1997), in the differentiation to specific cells types (Bain, 1994;
Accili and Arden, 2004; Flitsch et al., 2020), in germ-cell development (Kojima
et al., 2021) and in inducing apoptosis (Gao et al., 2023). Further, TFs are of-
ten deregulated in cancer (Islam et al., 2021; Bhagwat and Vakoc, 2015) and it
has been shown that changes in TF binding sites are linked to differential gene
expression between individuals (Kasowski et al., 2010) and can also cause dis-
eases (Deplancke et al., 2016). TFs can enhance the transcription of a gene but
also repress it (Ma, 2005), they can do so for multiple different genes (Verheul
et al., 2020) and their function is cell type-specific (Lee et al., 2011; Vaquerizas
et al., 2009) Another interesting observation Vaquerizas and colleagues point
out, is that the expression of TFs is significantly lower compared to proteins
not encoding for a TF across several cell types (Vaquerizas et al., 2009).

TFs are equipped with a DNA binding domain (DBD), which is a tertiary pro-
tein structure that enables them to directly interact with the DNA-sequence (Lus-
combe et al., 2000). Based on the DBD, TFs can be grouped in a hierarchical
system to various kinds of classes and families, as it is done for instance in
the TFClass system (Wingender et al., 2017). The different DBDs allow con-
clusions about the general functionality of the TFs, their structure and their
binding characteristics. For instance, the TFs with a Homeo domain factors
DBD are often involved in development and cell differentiation. Some of the
TFs with this DBD are observed to be widely expressed, whereas others are cell
type-specific. Most TFs that belong to the Homeo domain factors DBD are
rather small proteins consisting of four helices, which either bind as monomer
or dimer to the DNA (Luscombe et al., 2000) (see Figure 2.8A). Interestingly,
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Figure 2.8: DNA-binding domains of TFs. (A) The 3 dimensional structure of a TF
with the DNA-binding domain Homeo domain factors interacting with the DNA is shown.
The DBD is depicted in red, and the remaining structures of the TF is colored in blue.
(B) A histogram shows how many TFs belong to each group of DBDs based on InterPro
database (Hunter et al., 2009). By far the most known TFs are C2H2 zinc finger factors
(ZNF-C2H>), followed by Homeo domain factors (Homeodomain) and Basic helix-loop-
helix factors (HLH). Part A is taken from Luscombe et al. (2000), Figure 1(b), slightly
modified and Part B from Vaquerizas et al. (2009), Figure 2, increased font.

most of the TFs in human and mouse belong to only three DBD classes, the
C2H?2 zinc finger factors, the Homeo domain factors and the Basic heliz-loop-
heliz factors (see Figure 2.8B) (Vaquerizas et al., 2009; Gray et al., 2004).

To understand how TFs regulate gene transcription, it is necessary to local-
ize the TFs binding sites within the genome. Many experimental techniques
are available to determine the binding sites of a TF either in vivo or in wvitro
(summarized in e.g. Lambert et al. (2018)). For example a ChIP-seq target-
ing TFs can be used similarly as explained in Section 2.1.6 for histones. The
computational details for further analyzing the resulting reads are outlined in
Section 2.2.2. TFs might also act as co-factors and interact with other TFs,
where they do not directly bind the DNA. However, the antibody used within
the ChIP-seq experiment will still identify these cases, resulting in DNA frag-
ments bound by the co-factors. Thus, binding sites of co-factors of the studied
TFs might be included in the resulting peak regions.

Regulatory elements

Regulatory elements (REM) are non-coding DNA regions to which TFs can
bind and by that affect the transcription of a gene. REMs can for instance be
promoters, which are non-coding DNA regions directly upstream of a gene that
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Figure 2.9: Activation of enhancers. An illustration that shows how an enhancer is
activated (top) with respect to the consequence for the chromatin status (bottom). (left)
A closed chromatin state is shown. (middle) Pioneer TFs bind to the closed chromatin
to make the region accessible. (right) More TFs are recruited, histone modifications
associated with active enhancers are set (marked by blue circles) and the central histone
is removed. Figure is taken from Zeitlinger (2020), Figure 3, slightly increased font.

initiate the transcription and include its transcription start site (Weingarten-
Gabbay et al., 2019). Another type of REMs are enhancers that are typically
hundreds of base pairs long and can be located distally from the regulated
gene (Li and Wunderlich, 2017). Some enhancers are found to be more than a
million bp away from their target gene, as for instance an enhancer for the SHH
gene (Lettice, 2003). The chromatin content and also the cell type-specific TFs
affect the functionality of an enhancer (Maricque et al., 2018; Heinz et al.,
2015). In the process of activating an enhancer many TFs and other proteins
can be involved. Pioneer TFs bind to closed DNA regions and make the re-
gion accessible (Zaret, 2018) by recruiting co-factors, which further promote
chromatin accessibility (Zeitlinger, 2020). Additionally, histone-modificating
enzymes can be recruited, among them a histone methyltransferases, histone
acetyltransferase or histone deacetylases, which modify the tails of enhancer-
associated nucleosomes (Heinz et al., 2015). Further, chromatin remodelers can
move nucleosomes along the DNA sequence (Spitz and Furlong, 2012). Active
enhancers have displaced the central nucleosome to further increase the chro-
matin accessibility (He et al., 2010) (see Figure 2.9).

In a common model, active enhancers are bound by TFs and ensure the in-
teraction to the gene’s promoter through a 3D-loop to support transcription
(see Figure 2.10) (Gasperini et al., 2020). Beside the 3D-loop, enhancers can
interact with promoters in different ways, described with the tracking or link-
ing model (reviewed in Furlong and Levine (2018)). Additionally, chromatin-
capture and imaging data suggest much more complex interactions, where mul-
tiple enhancers and promoters are organized in topologies (Rao et al., 2014).
Based on the epigenetic signature of enhancers it is possible to predict the
enhancer status within the studied cell type (Ernst and Kellis, 2010). Inac-
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Figure 2.10: Enhancer-promoter interaction. An active enhancer that interact with a
promoter via a 3D-loop is visualized. The enhancer is bound by multiple TFs and co-
factors, and the genomic region around the enhancer is marked with activating histone
modification. Figure is taken from Gasperini et al. (2020), Figure 1A, slightly modified.

tive enhancers are characterized by closed chromatin and usually marked with
H3K27me3. Active enhancers are open chromatin regions that show an en-
richment of H3K4mel or H3K4me2, and a less strong signal of H3K4me3 than
promoters (Heintzman et al., 2007). Further, active enhancers are often marked
by H3K27ac (Creyghton et al., 2010). Another characteristic is that they are
bi-directionally transcribed, resulting in enhancer RNA (eRNA) (Blackwood
and Kadonaga, 1998; Mikhaylichenko et al., 2018; Santa et al., 2010). Addi-
tionally, there are primed enhancers, which are already bound by TFs that
established open chromatin, and are marked with H3K4mel-2, but no eRNA
is produced (Spicuglia and Vanhille, 2012). Poised enhancers are marked
with H3K27me3, while H3K4ac is absent. They are associated to inactive
genes in early development and are frequently found in human embryonic stem
cells (Rada-Iglesias et al., 2010). In Figure 2.11 the epigenetic characteristics
of different chromatin states are compared.

Open chromatin data, histone and TF ChIP-seq, as well as Hi-C data can be
used to predict enhancers genome-wide, as it was shown by various kinds of
studies (Visel et al., 2009; Andersson et al., 2014; Gao and Qian, 2019b; Schmidt
et al., 2021). Additionally, measurements like massively parallel report assays
(MPRA) allow to test the functional activity of thousands of candidate REMs
in one experiment and thus can be used to identify enhancers (de Almeida
et al., 2022; Cai et al., 2019).
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Figure 2.11: Comparison of histone modifications of different chromatin states.
An illustration that visualizes TF, RNA polymerase |l and histone ChlP-seq signals and
chromatin accessibility data (rows) for a genomic region with differential functional sites
(columns). The different chromatin states can be characterized by a typical epigenetic
signature. Figure is taken from Jiang and Mortazavi (2018), Figure 1, increased font.

2.1.8 Functional genomics data in public resources

Large consortia, such as ENCODE (The ENCODE Project Consortium, 2012),
Blueprint (Stunnenberg et al., 2016) or Roadmap (Kundaje et al., 2015) provide
uniformly processed functional genomics data e.g. open chromatin, ChIP-seq or
RNA-seq data. The ENCODE consortium analyzed hundreds of ChIP-seq ex-
periments for various kinds of TFs and histone modifications, RNA-seq, as well
as chromatin accessibility in cell types or tissues mostly from human and mouse.
Currently 12, 829 samples for human are available (https://www.encodeproject.
org; April, 2023). They ensure standardized data processing with uniform
pipelines, which are freely available. These efforts result in high quality data
which are publicly available for the community and are incorporated in more
than 2, 000 studies from researchers not part of the ENCODE consortium (The
ENCODE Project Consortium., 2020).

In comparison to ENCODE which is still ongoing, Blueprint and Roadmap are
already completed projects. The Blueprint consortium is specialized to human
haemopoetic epigenomes including RNA-seq, histone ChIP-seq and DNasel-
seq for cell types or tissues, such as monocytes, macrophages or venous blood,
as well as disease-associated samples. In contrast, the Roadmap database holds
111 human epigenomics data sets of a broad range of cell types and tissues, such
as heart, lung or muscle but also embryonic stem cells and induced pluripotent
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stem cells.
In this thesis publicly available ChIP-seq, open chromatin and expression data
from these resources are used.

2.1.9 Genetic variations and their measurement

A topic of interest is to understand the effect of genetic variation, especially
in the non-coding DNA regions. In the following, we first outline the different
mutations that can occur in the genome. Thereafter, we describe how genetic
variations are detected and associated to diseases and traits. Finally, we sum-
marize the impact of mutations on the coding and non-coding genome.

Basic definition of mutations

Mutations are genetic variations of the genome, that are caused by errors dur-
ing DNA-replication or by recombination, but also by environmental effects
like sonication or chemicals (Campbell and Reece, 2009, p. 461-462). Muta-
tions drive evolution, since they create variability between individuals which
makes evolutionary changes possible (Nordheim and Knippers, 2018, p. 250).
Mutations are mostly studied in the context of diseases, but they can also have
positive effects.

Several types of mutations are observed, some mutations can affect the number,
the structure or the form of a chromosome. Polyploidy, for example, describes
the gain of a whole copy of the genome. Translocation is the process where a
chromosomal region is relocated either within the chromosome or to another
one. Inversions, on the other hand, is the change of orientation of pieces of
DNA (Loewe and Hill, 2010). Another type of well-known mutations are inser-
tions or deletions, so called InDels of one base pair or a rather short genomic
region. Further, there a mutations where one base pair is exchanged by an-
other one, denoted as Single Nucleotide Polymorphism (SNP). In Figure 2.12
an example for an insertion, a deletion and a SNP is outlined. Mutations can
occur in coding, as well as in non-coding regions of the genome (Nordheim and
Knippers, 2018, p. 250-253). InDels and SNPs result in two different allele
variants of the same genomic locus. The common one is usually denoted as
wildtype allele, whereas the less common one is called alternative allele. It is
also possible to observe more than one alternative allele.

Experimental techniques to detect genetic variations

By genotyping one can identify genetic variations of individuals or populations
based for instance on whole-genome sequencing (WGS), as it is done in a large
scale in the 1000 Genomes project (The 1000 Genomes Project Consortium,
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Figure 2.12: Genetic variations. An illustration visualizing an example for an insertion,
deletion and a SNP. (top) A short wildtype sequence is depicted, where the bases are rep-
resented by shapes in yellow, green, blue and red representing cytosine, adenine, guanine
and thymine, respectively. (bottom) Different genetic variants with respect to the wild-
type sequence are outlined . (left) A guanine paired to cytosine is inserted between the
fourth and fifth position. (middle) The adenine-thymine base pair at the fourth position
is deleted. (right) At the fifth position an adenine paired to a thymine is exchanged by a
guanine-cytosine base pair. The genetic variation is highlighted with an orange box.

2010). The aim was to identify common genetic variants, which have a minor
allele frequency (MAF) > 1% in the studied human populations. For a genetic
variation the MAF describes the frequency of the second most common alter-
native allele observed in a population. SNPs that are not common are denoted
as rare SNPs (usually with a MAF < 1%) (Gibson, 2012). Additionally, the
authors of the 1000 genome project aimed to provide haplotype information
of the studied populations. Haplotypes are alleles which are usually inherited
together, since they occur in close vicinity to each other such that the sepa-
ration by recombination is unlikely (Nordheim and Knippers, 2018, p. 480).
he term linkage disequilibrium (LD) is used to express the degree of how fre-
quently several alleles are inherited together within a population (Nordheim
and Knippers, 2018, p. 510).

Genetic variations are collected independently of their MAF and functional-
ity in the dbSNP database (Sherry, 2001). To keep the database up-to-date,
research groups can easily submit newly discovered genetic variations. The
current release of the dbSNP database (build 155) holds 1,053, 623, 523 genetic
variations.

To associate genetic variations, such as SNPs and InDels to diseases or traits, a
widely used technique is to perform a genome wide association study (GWAS).
In a GWAS, differences in the allele frequency between individuals from the
same population are analyzed with respect to the studied phenotype. The
analysis can be separated into multiple steps, which are briefly outlined in the
following based on the recent review from Uffelmann et al. (2021). In a first
step, the data of the individuals with the phenotype of interest and a control
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group needs to be collected either based on a population or a family. Often the
data is combined with publicly available resources, such as UK Biobank (Fry
et al., 2017) or Biobank Japan (Nagai et al., 2017). Next, the considered indi-
viduals are genotyped. Depending on the aim of the study either microarrays
are used to detect common genetic variations or WGS which allows to include
rare SNPs as well. Thereafter, a quality control is applied which is usually done
with tools explicitly developed for this purpose, such as PLINK (Purcell et al.,
2007). The detected genetic variants undergo phasing, which estimates whether
the observed allele is inherited from a maternal or paternal allele. Doing so one
can identify haplotypes, which are inherited together. Based on publicly avail-
able haplotype reference panels e.g. from the 1000 Genomes project, missing
SNPs not genotyped can be imputed. After the data processing, an associa-
tion test is used to detect genetic variations linked to the studied phenotype.
Depending on the phenotype different statistical models are used, for instance
for a continuous phenotype like blood pressure usually a linear regression is
applied. Since millions of associations between the genetic variations with re-
spect to the studied phenotype are tested, it is necessary to perform multiple
testing correction and to choose a stringent cutoff to avoid false positives. To
improve the performance and the reliability of GWAS multiple smaller cohorts
can be combined in a meta-analysis, and the results are replicated either in-
ternally or with an external cohort. A GWAS results in a summary statistic,
from which the significantly associated SNPs can be gathered. However, how
exactly these SNPs affect the phenotype is not clear and several experimental
or computational approaches for follow-up analyses can be applied.
Thousands of GWAS have been performed for a wide range of traits and dis-
eases, such as coronary artery disease (Nelson et al., 2017), autoimmune hep-
atitis (Alberts et al., 2017) or pulmonary fibrosis (Allen et al., 2020), but also
for body height at birth (van der Valk et al., 2014) or eye color (Rawofi et al.,
2017). The NHGRI-EBI GWAS Catalog (Buniello et al., 2018) is a public
database holding the summary statistics of 5687 GWAS from 3,567 publica-
tions resulting in more than 71,000 variants associated to traits or diseases.
A helpful resource to pinpoint to causal non-coding SNPs is the Genotype-
Tissue Expression (GTEx) database (GTEx Consortium, 2017), which holds
expression Quantitative Trait Loci (eQTLs) for 49 tissues and cell types. An
eQTL is a locus in the genome, mostly a genetic variation, such as a SNP, that
modulates gene expression (Vandiedonck, 2018; Nica and Dermitzakis, 2013).
Thus, eQTLs are linked to target genes. In an eQTL analysis an association
test is used to detect the changes between the different forms of the genetic
variation, in case of a SNP the different alleles, in relation to gene expression
in a large number of samples (see Figure 2.13). eQTLs can be combined with
GWAS to identify SNPs which are not only linked to a gene and affect its
expression, but also to the studied phenotype (Uffelmann et al., 2021).
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Figure 2.13: eQTLs detection. The loci A and B are analyzed to determine whether
they are eQTLs or not. In each panel the expression of the studied genetic variation for
hundreds of samples is shown with respect to the analyzed genotypes either as density or
boxplot. To test for an association usually a logistic regression is used, where Y holds
the expression values of the target genes for all analyzed samples (phenotype) and X
represents the genotype per sample. If the slope B¢ is significantly different from 0, an
eQTL is detects (left panel). The figure is taken from Vandiedonck (2018), Figure 1,
slightly modified.

Consequences of coding and non-coding genetic variations

When a SNP or InDel occurs in a protein-coding region of the genome, it can
have a direct effect on the resulting protein. A prominent example is a mu-
tation in the (§-globin gene, which causes sickle-cell anemia, a disease which
negatively affects the oxygen transport (Campbell and Reece, 2009, p.372,
460). The exchange from T to A leads to a different amino acid in the result-
ing protein, which has an effect on the protein structure.

The ENCODE consortium analyzed trait- or disease-associated SNPs from the
GWAS Catalog and noticed that 88% of these SNPs where located in introns or
intergenic regions, thus they are non-coding SNPs. Out of the non-coding SNPs
associated to a disease or trait, 12% overlapped with TF ChIP-seq binding sites
and 34% overlapped with DNase hypersensitive sites (The ENCODE Project
Consortium, 2012). As a conclusion, they may have a regulatory function. Sev-
eral studies detected the effect of non-coding SNPs on gene regulation (review
in Deplancke et al. (2016) or Zhang and Lupski (2015)). For instance, a SNP
within the promoter of gene HBG1 was shown to create a binding site of the
TFs TAL1 and GATAL, and is associated with increased fetal globin (Wienert
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et al., 2015). Another example is that a binding site of TF SIX3 in a regu-
latory element is interrupted by a SNP, leading to expression changes of SHH
which is around 460kb away from the mutation (Jeong et al., 2008). Besides
of affecting binding sites of TFs within regulatory elements, it was shown that
non-coding SNPs in cancer can also disrupt chromatin domain structures (Hnisz
et al., 2016), or occur in 5’ or 3’ untranslated regions and thereby affect mRNA
translation and stability (Schuster and Hsieh, 2019).

Overall, it is still challenging to identify the impact of non-coding SNPs, also
because the cis-regulatory code is not yet fully understood.

2.1.10 CRISPR~Cas as genome editing system

In recent years, the clustered regularly interspaced short palindromic repeats
(CRISPR) and its associated protein Cas have become the most efficient and
accurate technique for genome editing (Mengstie and Wondimu, 2021). The
CRISPR-Cas system was discovered in bacteria and archaea and equips them
with an adaptive immunity against viruses and plasmids by cleaving invasive
DNA-sequences (Barrangou et al., 2007). To become functional a CRISPR-Cas
system relies on a CRISPR RNA (crRNA), which is usually denoted as guide
RNA (gRNA) in an experimental setting. This gRNA specifies the target DNA
sequence which is cleaved by the CRISPR-Cas system. The target sequence
must be located next to a specific motif, which is responsible for initiating the
binding between the target DNA and the gRNA. Different Cas proteins are
known, among them Streptococcus pyogenes Cas9 which was the first one used
in genome editing (Jinek et al., 2012) and is still widely applied.

The CRISPR-Cas induced double strand breaks trigger the DNA damage re-
sponse which repairs the DNA using various kinds of mechanisms (Wyman
and Kanaar, 2006). Depending on the repair mechanisms used and the editing
strategy, one can induce small insertions or deletions, as well as cut out large
regions even of the size of megabases (Essletzbichler et al., 2014). Doing so,
one can for instance knock out genes or cut regulatory elements out of the
genome (Pickar-Oliver and Gersbach, 2019). Further, it is possible to integrate
a DNA fragment at the position of the cleavage site.

The different strategies, as well as further applications of the CRISPR-Cas
system, are summarized in Pickar-Oliver and Gersbach (2019).

2.2 Mathematical and computational basics

In the following section, we outline basic statistical concepts used throughout
this thesis, followed by a summary of bioinformatics tools to analyze sequencing
data. Thereafter, it is explained how TF binding prediction is done, commonly
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used techniques for TF motif enrichment are introduced and a cluster algorithm
for TF motifs is described. Further, we provide a section that summarizes a
method to identify regulatory elements and their linked target genes. Next, we
describe what regulatory SNPs are, how they can be detected and how SNPs
are associated to target genes. In the last section, we introduce the DisGeNET
database.

2.2.1 Statistical basics

The following section outlines statistical measurements, concepts and distribu-
tions we used throughout this thesis, such as precision, recall and mean squared
error but also random variables, the Laplace distribution and hypothesis test-
ing.

Performance evaluation of classification tasks

In a classification the task it to predict to which category an observation belongs
to. In order to evaluate the quality of a classifier, its performance on a test
dataset is analyzed. The confusion matrix collects the number of observations
belonging to the four possible outcomes: True positives (TP), true negatives
(TN), false positive (FP) and false negatives (FN) (James et al., 2013, 145-
149). The dataset can be balanced or imbalanced, where the later is mostly
used throughout the thesis, thus we focus on them and their evaluation. In an
imbalanced dataset, the set of negatively and positively labeled observations
is not equally in size. Commonly used measurements to evaluate imbalanced
datasets are precision (P) and recall (R) (Saito and Rehmsmeier, 2015).
Given the observations that are predicted to the positive category, precision is
the fraction of the correct predicted observations within this category:

TP

P=Tp1Fp (2.1)

Recall is the proportion of the fraction of positive labeled observations that are
correctly predicted:
TP

R=Tp1FN

(2.2)

Often the classification is dependent on an threshold ¢ on which basis it is de-
cided to which category an observation is predicted to. Varying this threshold,
also affected the number of the four possible outcomes and thus the measure-
ments precision and recall. To visualize the trade-off between precision and
recall for different threshold ¢, it is possible to plot the two measurements
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in Precision-Recall (PR) curves, where on the z-axis commonly the recall is
plotted and on the y-axis the precision (an example is shown in Chapter 5,
Figure 5.3). The area under the PR-curve (AUCPR) is used to compare dif-
ferent approach with each other, where approaches with higher AUCPR are
assumed to be more accurate. To evaluate the trade-off between recall and
precision the F'I-score (Saito and Rehmsmeier, 2015) can be computed:

P-R
P+ R

Fl-score = 2 - (2.3)
To find the optimal parameter setting based on the trade-off between recall and

precision one usually took the maximal F1-score over all considered thresholds
t.

Mean squared error

The mean squared error (MSE) is commonly used to measure how well a dis-
tribution fits to an observed outcome (James et al., 2013, p. 29,30). MSE is
defined as:

n

MSE = -3 — Fw)? (24)

i=1

where f (z;) is the prediction of the observation xz;, and y; is the expected
outcome. The smaller the MSE the better the predicted values fits to the
expected ones.

Random variables

A probability space (2, A, P) consists of the sample space §2, which is described
as the set of all possible outcomes (Deisenroth et al., 2020, p. 174-175). For
example, flipping a coin has the sample space Q = {head,tail}. An event is
a subset of the sample space Q and the event space A is given by all possible
events (K. Blitzstein and Hwang, 2015, p. 3). Sticking to the flipping coin
example, the event space is given as A = {{}, {head}, {tail}, {head, tail}}. P
is the probability that is assigned to each observable event a € A and lies be-
tween [0,1]. So for the flipping coin example, the probabilities for the events
are given as following: P({}) = 0, P({tail}) = 0.5, P({head}) = 0.5 and
P({head, tail}) = 1. In general, the probability of all possible outcomes w €
is summing up to 1.

The probability space can be utilized to model some real world problems. To do
so, we introduce random variables: Given the sample space () of an experiment,
a random variable X is defined as a function from the sample space €2 to the
real number R (K. Blitzstein and Hwang, 2015, p. 92), thus X : Q — R (Deisen-



25 Background

roth et al., 2020, p. 175). For the flipping coin example, we can for instance
introduce a random variable that counts how often tail is observed, hence the
random variable X represents the two outcomes X (tail) = 1 and X (head) = 0.
We are interested in the probability to observe a specific outcome (Deisenroth
et al., 2020, p. 175).

Within this thesis, we use random variables which are Laplace distributed (see
Chapter 5), thus the sample space is continuous. A continuous random variable
X can be identified by a function f : R — R™T if for any numbers a and b with
a<b:

Pla<X <b) = /b f(@)da. (2.5)

Thus, f;oo f(z)dx = 1. The function f is denoted as the probability density
function (PDF) of X (Dekking, 2005, p. 57).
Further, the cumulative distribution function (CDF) of a random variable
X (Dekking, 2005, p. 44) is given by the function F' : R — [0, 1], defined
as

F(a) =P(X <a). (2.6)

The derivation of the CDF equals the PDF.

The Laplace distribution

Our statistical approach in Chapter 5 is mainly based on the Laplace distribu-
tion, which is also known as double-exponential distribution. In the Statistical
Distributions, Chapter 26, the properties of the Laplace distribution are sum-
marized (Forbes et al., 2010). The Laplace distribution L(a,b) is depending
on two parameters: the location a and the scale parameter b. The probability
density function (PDF) of L(a,b) is visualized in Figure 2.14 and given as:

flx) = % . ey (2.7)

and the corresponding cumulative distribution function is:

—|z—al

L.oe— ifrz<a
Fl@)=9? | _ib-a . (2.8)
l—5-e" 7 ifx>a

The Laplace distribution has a mean u of a and the variance o2 is 2b2, thus

2
g
b= /2.
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Figure 2.14: The probability density function of the Laplace distribution. A few
examples of the PDF for varying b parameters are shown. The parameter a is set to zero.
Figure taken from Forbes et al. (2010), Figure 26.

Maximum log-likelihood estimator

Given observed data that follows a known distribution with unknown param-
eters, the aim of a maximum log-likelihood estimator (MLE) is to choose this
parameter such that the probability of observing the data is maximized (Deisen-
roth et al., 2020, p. 265-268). We used a MLE in Chapter 5 to find the param-
eter b of our modified Laplace L(n,b) distribution which fits the observed data
for a TF model best. In general, the idea behind a MLE is to derive a function
depending on the parameter 6, which is the parameter we are interested in,
such that we can find the model that best fits to our data The observed data
x = {x1,22,...,2,} can be modeled as random variable with a PDF p(z|0)
depending on 6. The likelihood function is the probability to observe x given
the parameter 6:

L'(210) = p(al0). (2.9)
We assume that the observed data points are independent and identically dis-

tributed. The independence allows us to rewrite the likelihood as a product:

n

p(x|0) = T] p(:10). (2.10)

i=1

Identically distributed means that each observed data point x; is assumed to
follow the same distribution with the same parameter §. Commonly the es-
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timation problem is represented as log-likelihood, since it is easier to solve,
resulting in:

n

L(|0) = log(p(z]0)) = log(] [ p(xil0)) = > _ log(p(x:16)). (2.11)
=1

=1

The MLE can be obtained by finding the zeros of the derivative of L(x|0) (Dekking,
2005, p. 316-318).

Hypothesis testing

Hypothesis testing is the statistical problem, whether a proposed hypothe-
sis usually called null hypothesis (Hg), given the observed data is true or
not (Lehmann and Romano, 2005; McDonald, 2014). If it is true, we want
to accept it and reject the hypothesis otherwise. The opposite of Hy is denoted
as alternative hypothesis H;. Various statistical test exists for hypothesis test-
ing, the appropriate one is chosen depending on the kind of question one wants
to answer, the data and the underlying distribution (Nayak and Hazra, 2011).
Independent of the test used one can either make a correct decision or one of
the two following errors: If Hj is rejected but true, basically a false negative
(FN) an error of first kind arises and if Hy is accepted but false, so a false
positive (FP) an error of second kind is made. The resulting consequences of
these errors are not the same. Assuming, a new blood test was developed to
check for the absence or presence of skin cancer. If an error of first kind occurs,
the patient is predicted to have the disease, while she is actually healthy. How-
ever, a dermatologist will examine her skin and figure out that the prediction
was wrong. In contrast, if an error of second kind occurs, a person suffering
from skin cancer is predicted as healthy and no investigation or treatment is
initiated.

Before applying the test usually a cutoff is set denoting the probability to in-
correctly reject Hy. This cutoff is denoted as significance level. Usually the
significance level is choose to be 0.05 or 0.01, meaning that with a chance of
5% or 1% the null hypothesis is rejected incorrectly. If the significance level
is increased the chance of a false positive is increased. If we stick with the
example from above, we would send more persons suffering from skin cancer
home than with a smaller significance level. Simultaneously the chance of a
false negative is decreased, thus in our example we would examine less health
patients. In contrast if the significance level is decreased, we reduce the number
of false positives, but make it also more difficult to detect a significant different
from Hy.

A p-value is the resulting value of a hypothesis test, which gives the probability
that we observe the data given Hy. If the p-value is less or equal the chosen
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significance level, Hy is rejected because it is assumed that it is unlikely to
obtain the observed data under Hy.

To test if two independent samples which are assumed to follow the normal
distribution have a similar mean, a unpaired two sided t-test is commonly ap-
plied (Zar, 2010, p. 130ff). A two-sided t¢-test for two random variables X and
Y with the same number of observed samples is defined by:

=

t= L, (2.12)
S, -

Shv

where X and Y are the mean of the considered sample data for X and Y. The
pooled standard error S, describes the difference in the standard error between
the mean of the two variables and is given as:

2 2
Sy = | X ; X, (2.13)

where s% and si is the variance of the samples. To p-value for the resulting ¢
can be looked up in a t-distribution table.

To evaluate whether two independent samples are identically distributed even
if they do not follow the normal distribution a Wilcozon rank sum test can
be applied. Given two random variables X and Y with continuous CDF F
and G. The Wilcoxon rank sum test, aims to test the null hypothesis Hy that
F = G. The alternative H; is that X is stochastically smaller than Y, defined
as F(a) > G(a) for all possible a (Mann and Whitney, 1947). The samples
z1,..xyn of X and y1,...,ym of Y are ranked. The idea of the Wilcoxon rank
sum test (U) is to count how often X > Y, thus it can be defined as:

m-(m+1)

U, =m-
y=m-:n-+ 5

- Ty, (2.14)
where Ty is the sum of the ranks of the values of Y in an ordered sequence
of X and Y. Since the labeling of X and Y is random, the test can also be
computed as:

n-(n+1)

2

where T, is similar to Ty but for the sum of the ranks of X. The minimum
of Uy and U, is the result of the Wilcoxon rank sum test and a p-value can be
derived based on the distribution of U. For small samples the p-value can be
looked up in so called recurrence tables based on the distribution of U, and for
larger samples U is approximately normal distributed (Zar, 2010, p. 163-166).

Uy=m-n+ - Ty, (2.15)
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Multiple testing correction

We often compute thousands of statistical tests, as for instance when comput-
ing a differential expression analysis for all known genes of the genome. As a
logical consequence some will have a p-value smaller than the significance level
just by chance even if all Hy’s are actually true. There are two tests, which are
commonly used to correct for this effect, the Bonferroni correction (McDonald,
2014, 257-259) which controls the type I error rate and the Benjamini-Hochberg
procedure that handles the false discovery rate. The latter is often denoted as
FDR correction.

The Bonferroni correction just decreases the significance level of each test to
reduce the type I error rate (false positive rate). Therefore, the adjusted signif-
icance level is given by dividing the originally assumed significance level by the
number of applied tests. Only p-values less or equal the adjusted significance
level are assumed as significant. Thus, the correction is extremely strict when
thousands of tests are performed.

A widely used alternative is the FDR correction (Benjamini and Hochberg,
1995). In a first step, the p-values of the n simultaneously performed tests are
sorted in ascending order, such that p; < ps < p3 < .... < p,. The correspond-
ing hypothesis of p; with j € {1,...,n} is H*. The FDR-correction works as
following: Find k = argmax; p; < £ - . Reject all H' with i € {1, ..., k}.

The FDR adjusted p-value is usually computes as adj-p; = min(p;- %, adj-piy1),
where p; 1 is the adjusted p-value of the next higher ranked p-value (McDon-
ald, 2014, p. 260). The hypothesis of the FDR adjusted p-values are reject if
adj-p; < a.

Monte-Carlo sampling

Monte-Carlo sampling (Harrison et al., 2010; Kroese et al., 2014) is a technique
to estimate the likelihood to obtain an observation from an unknown distribu-
tion. The technique is applied to generate random simulations or processes in
silicio. Often they are used to solve deterministic problems by generating ran-
dom objects. The aim is to repeat the random process hundreds or thousand
times to reliably describe its behavior in real life. Currently Monte-Carlo tech-
niques are popular, since they are easy to apply, feasible on most machines and
they can be used in various kinds of settings. For instance, an early application
of tthe technique was to model the neutron transport process (Metropolis et al.,
1953) or to simulate chemical kinetics (Gillespie, 1977) but they are also used
in the process of developing new materials, such as solar cells (Stenzel et al.,
2012) or lithium-ion batteries (Thiedmann et al., 2011). Many more examples
are summarized in Kroese et al. (2014).
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Fisher’s method

Several approaches exist to combine p-value from independent hypothesis tests
with the same Hj in a meta analysis. Among them is Fisher’s method, which
can be describe by a random variable X as following;:

X(piyeesPm) = =2~ Zloy(pi), (2.16)

where p; denotes the p-value of the ith method (Heard and Rubin-Delanchy,
2018). Fisher’s method follows the chi distribution, which is usually denoted as
X2, with 2m degree of freedom (Fisher, 1934). Thus, one can obtain the corre-
sponding p-value by computing 1 — Fy,,(z) with Fb,,(x) being the cumulative
distribution function of the X2 distribution.

2.2.2 Bioinformatic strategies to analyze sequencing data

In this section we outline how TF and histone ChIP-seq, RNA-seq and open
chromatin data are commonly analyzed. For each kind of data several different
tools exists, all having their advantages and drawbacks.

Histone and TF ChIP-seq

Independent of the kind of ChIP-seq experiment the sequenced reads from the
studied TF or histone as well as the input are mapped to the reference genome
using aligners, such as the burrows-wheeler alignment tool (BWA) (Li and
Durbin, 2009) or bowtie2 (Langmead and Salzberg, 2012). The commonly used
bowtie2 aligner consists of four steps. First, substrings and their complement of
the reads are extracted and aligned to the genome using a FM-index (Ferragina
and Manzini, 2001) based on a Burrows-Wheeler transformation (Burrows and
Wheeler, 1994). Thereafter, the mapping positions need to be extracted from
the index and finally the substrings are extended to the original reads using a
dynamic programming approach.

The aim of a ChIP-seq experiment is to identify regions with an enriched signal
of the TF or histone of interest in comparison to the input. The expected peak
width depends on which kind of protein, TF or histone is chipped. While
TFs tend to produce highly localized signals, usually denoted as narrow peaks,
broad peaks are observed for some histone marks e.g. H3K36me3. Further,
there are chipped targets, such as polymerase IT which can have narrow as well
as broad peaks (Furey, 2012). Therefore, different peak callers are developed,
where some of them focus only on a specific type of peaks, such as SICER2 (Xu
et al., 2014), ZINBA (Rashid et al., 2011), BroadPeak (Wang et al., 2013) or
Peakzilla (Bardet et al., 2013). Additionally, there are peak callers that provide
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Figure 2.15: Visualizing the result of a histone ChlP-seq experiment. Using IGV
the genomic region around the gene Gadd4bb is deciphered. In the first row the location
within the genome is outlined. For a H3K79me2 ChlP-seq experiment the resulting reads
are aligned to the mouse reference genome using bowtie2 (second row). In comparison
the input is shown (third row). Additionally, the peaks called with MACS2 are deciphered
(fifth row, first track). The second track in the fifth row shows the annotated mouse genes
from the reference genome. Two peaks within the genebody of Gadd45b are observed.
The visualized data is taken from Cattaneo et al. (2022).

different options to handle peaks of different shapes, such as F-seq (Boyle et al.,
2008) or MACS2, which is an updated version of MACS (Zhang et al., 2008).
The underlying algorithm of MACS and MACS2 is based on the idea to correct
for the strand asymmetry which is observable for ChIP-seq data around binding
sites. This results in two slightly shifted peaks, the distance between the peaks
is denoted as shift size. After shifting the reads from both strands towards each
other according to their estimated shift size, it is assumed that the distribution
of the reads can be model by a Poisson distribution. With a sliding window
approach they detect windows with significant enrichment according to the
Poisson distribution. The identified windows are merged to peaks and the
input is used to estimate a false discovery rate for each peak. An example
output of a histone ChIP-seq experiment visualized in the integrative genome
viewer (IGV) is shown in Figure 2.15.
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RNA-seq

There exist three different approaches to map the reads to the genome and
determine the gene expression: (1) The genome mapping, (2) the transcrip-
tome mapping and (3) the reference-free, de novo assembly approach, which
are summarized in Figure 2.16.

Genome mapping: This approach can be used if an annotated genome of
the species of interest is available. The mapping of RNA-reads to the genome
is not as straightforward as for reads from DNA-sequencing, since reads can
map across splice junctions (Kukurba and Montgomery, 2015). Thus, splicing-
aware read aligners, such as STAR (Dobin et al., 2012) or TopHat (Trapnell
et al., 2009) are used to map the reads to the genome. STAR, for instance,
is based on a two step procedure. First, a seed search in uncompressed suf-
fix arrays is performed, where STAR detects the longest sequence of a read
that matches the reference genome. For the unmapped portion of the read the
search is repeated. In the second step the separated reads are stitched together
and scored.

After aligning the reads, the gene expression can be determined by counting
the mapped reads. This can be done with a tools, such as Cufflinks (Trapnell
et al., 2012) either by providing an annotation file or without an annotation
file, which allows the detection of novel transcripts.

Transcriptome mapping: If one is not interested in identifying novel tran-
scripts, it is possible to directly map the reads to the transcriptome of the
species of interest. Therefore, an aligner, such as bowtie2 can be utilized and
the transcript identification and quantification can be done for instance with
sailfish (Anders et al., 2014) or kallisto (Bray et al., 2016). Further, the method
salmon (Patro et al., 2017) became popular, which can be either used to align
the reads and to quantify the transcript and gene expression or it can be ap-
plied to only quantify the transript and gene expression based on a precomputed
alignment. Salmon applies a quasi-mapping, which efficiently and accurately
approximate the alignment and correct for several biases, such as sequence-
and position specific as well as fragment-GC content biases.
Reference-free/ de novo assembly: If no reference genome of the species of
interest is available, it is necessary to first assemble the reads into transcripts.
To quantify the expression of the different transcripts, one can use the previ-
ously outline strategy of transcriptome mapping. Throughout the thesis only
human data is used, thus de novo assembly was not necessary and we mention
the approach only for completeness.

After the reads are mapped to the genome and counted, the raw read counts
need to be normalized to be comparable between expression levels among
samples, since the count is dependent on transcript length and sequencing
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Figure 2.16: Computational approaches to determine gene expression. (blue)
Genome mapping and (green) transcriptome mapping can be used if a reference genome/
transcriptome of the species of interest is available. (red) Reference-free, de novo assem-
bly is applied if no reference genome of the studied species is known. Based on Figure 2
of Conesa et al. (2016), modified.

depth. Commonly used normalizations are reads per kilobase per million reads
(RPKM) and transcripts per million (TPM). Since it has been shown, that
RPKM is inconsistent among samples (Wagner et al., 2012), we prefer to use
TPM throughout this thesis. TPM is computed for each gene g as following:

ry -1l 10°
TPM(g) = L+———, 2.17
0) =" (2.17)
where 4 is the number of reads mapped to the gene g, rl gives the read length
in bp, and gl, is the genes length in bp. 1" is the total number of transcripts
sampled in a sequence run and defined as:

=" Tl (2.18)

geG glg

where G is the set of all considered genes.

Often one is interested in comparing the gene expression between different
experimental conditions, such as cells treated with a different medium than
the control cells (Tombor et al., 2021), or studying the effect of a knockout/
silencing of a gene in comparison to the control (Cattaneo et al., 2022). The
aim is to identify genes expressions which significantly differ when comparing
the two conditions. A possible approach to identify these genes which are
differentially expressed is DESeq2 (Love et al., 2014). The read count of each
gene is assumed to follow a negative binomial distribution with mean p and
dispersion «, which are estimated based on the input data. For each gene a
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shrinkage estimation is used to fit the dispersion and the log fold change to
the predicted negative binomial distribution. A Wald test using the adapted
log-fold change and the standard error is computed to determine the significant
differentially expressed genes (DEG). As result the FDR corrected p-values are
provided.

Open chromatin data

The first step of all open chromatin assays is to align the sequenced reads to the
genome, which is usually done with bowtie2 (Langmead and Salzberg, 2012).
Since MNase-seq only indirectly measures open chromatin, special software,
such as DANPOS (Chen et al., 2012) is developed to identify the accessible
regions of the genome. For DNasel-seq usually algorithms are applied which
have been developed to analyze ChIP-seq data, but without giving an input,
such as MACS (Zhang et al., 2008) or MACS2, F-seq (Boyle et al., 2008)
or HotSpot (Baek et al., 2011). See also the review of Koohy et al. (2014),
where they analyzed the performance of these peak callers for DNasel-seq data.
JAMM (Ibrahim et al., 2014) is a peak caller which is often used with DNA-
seq or ATAC-seq. FAIRE-seq is mostly analyzed with MACS2. More detailed
information can be found in the review of Tsompana and Buck (2014).

2.2.3 In-silico prediction of transcription factor binding

TFs are able to bind the DNA by recognizing short sequence patterns, denoted
as TF motifs. These patterns can be described in wvitro using high through-
put methods like protein-binding microarrays (PBM) (Berger et al., 2006) or
SELEX (Jolma et al., 2010), or in vivo using ChIP-based techniques (Lambert
et al., 2018; He et al., 2015) (see Section 2.1.7). The identified TF binding pref-
erences are summarized in a TF model, most prominent are Position Weight
Matrices (PWMSs) that for each position of the motif holds the weighted ob-
served base count (Stormo, 2000). PWMs can be visualized as sequence logos
(see Figure 2.17 and Section 2.2.3). However, there are other more complex
TF models utilizing a bayesian network or other types of Markov models (re-
viewed in Boeva (2016)). Other proposed models are for instance the binding
energy model (BEM) (Zhao et al., 2012) or the transcription factor flexible
model (TFFM) (Mathelier and Wasserman, 2013). Further there is the SLIM
model (Keilwagen and Grau, 2015), which additionally provides a graphical
visualization of the TF binding preferences and methods based on deep convo-
lutional neural networks like DeepBind (Alipanahi et al., 2015) or BPNet (Avsec
et al., 2021a).

Through out this thesis, we used PWMs to describe the binding preferences of
TFs. They are widely used, available for hundreds of TFs for different species
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and easy to apply. In Chapter 7 more reasons are outlined and discussed. In
the following, we explain the details of how PWMs are constructed, outline
the principle to compute the TF binding score and mention public resources
storing TFs with known binding sites. Next, we introduce the technique, which
we used in this thesis to derive a p-value for the TF binding score. Finally, we
summarize two widely used methods to compute TF binding, which we also
utilized in a few applications in this thesis.

Position weight matrices are used to describe TF binding charac-
teristics

A position weight matrix (PWM) as well as the position frequency matrix
(PFM) and position specific probability matrix (PPM), where the last two are
preliminary stages of a PWM, are based on a set of aligned sequences S over
the alphabet ¥ = {A, C, T, G}. The sequences s; with ¢ € {1,...,n} of S, which
have the length m are assumed to be bound by a TF and thus represent the
motif of a TF.

In a first step, the count of each base for each position in S are stored in a
PFM. More formally, a PFM M which describes a TF motif of length m is a
4 x m matrix, where each entry is defined as (Stormo, 2000):

n

My ;= I(Xy; =0), (2.19)
k=1

where o denotes a letter from the alphabet X, j € {1,...,m}, X} ; is the base
of sequence s at position j and the indicator function I(x = o) =1ifx =0
and 0 otherwise.

A PPM P describes the probability to observe a base at a given position in
the TF motif, thus it can be derived from M where each entry of P is given
by (Wasserman and Sandelin, 2004):

M,
R (2.20)
Zpez Ma'»j +e€

Usually a small pseudocount € is added to each entry to avoid undefined be-
havior in case of zero entries.

Finally, P can be transformed to a PWM W which is also known as position
specific scoring matrix. Therefore, the background probability of the individual
bases b, is taken into account by computing a log-ratio between the entries of
P and the base frequency. Thus, an entry of W is defined as (Wasserman and
Sandelin, 2004):

P,
W,.; = loga( ; 1), (2.21)
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The TF binding score describes how well a sequence fits to a TF
motif

Given a pattern L of length m over the alphabet X. To evaluate how likely it
is that the pattern is bound by the TF according to a PWM W, one computes
the TF binding score s as (Wasserman and Sandelin, 2004):

a=> Wy, (2.22)

Jj=1

where o, ; is the base of the pattern L at position j.

PWMs can be visualized in sequence logo introduced from Schneider and
Stephens (1990), which gives an intuition whether a pattern may fit the motif
of a TF or not. The idea is to illustrate each position of the motif by stacking
the bases on top of each other. The more likely it is to observe a base at this
position the higher the base is deciphered. The height of each base is depending
to its frequency. The concept of the Shannon entropy H is utilized to measure
the uncertainty at each position j of the motif represented as PPM (Schneider
and Stephens, 1990):

Hj=—Y P, ;xlogs(Ps;) (2.23)
oceEY

The information content R at position j is calculated as (Schneider and Stephens,
1990):
R; = loga(|S]) — Hy + en, (2.24)

where e, is a correcting factor necessary when only a few sequences are observed
in the alignment. Finally, the height h of each letter ¢ at position j can be
derived as (Schneider and Stephens, 1990)

he; = Psj- R;. (2.25)

An example of a resulting sequence logo is shown in Figure 2.17. Sequence
logos can be created for protein sequences as well. The information content
is measured in bits in the range from 0 to 2 in the case of DNA. When all
bases occur with the same probability, than the information content is 0 bits,
in contrast if only one base is observed at a position, the information content
is 2 bits. Thus, the higher the information content, the more important the
base is at a specific position.
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Figure 2.17: Sequence logo of the TF HOXB6. A graphical visualization of the motif
of TF HOXB6 is shown, downloaded from the JASPAR database (Fornes et al., 2019).
The z-axis gives the position of the motif, while the y-axis shows the information content
in bits.

PFMs/PWNMs are available for hundreds of TFs

Publicly available databases, such as JASPAR (Castro-Mondragon et al., 2021),
Hocomoco (Kulakovskiy et al., 2017) or Kellis (Kheradpour and Kellis, 2013)
store hundreds of TF binding sites mostly represented as PFMs. The most
successful one might be JASPAR, which is still under maintenance and regu-
larly publishes new releases. For instance, the latest release of the JASPAR
database (9th release) contains 841 non-redundant TF-motif pairs for verte-
brates (Castro-Mondragon et al., 2021). It is assumed that the human genome
encodes for around 1500 TFs (Ignatieva et al., 2015), thus not for all of them
a motif is known yet. Within this thesis we either use the motifs from the
JASPAR database or a collection of non-redundant motifs gathered from the
JASPAR, Kellis and Hocomoco database.

Computation of a p-value for a TF binding score

Throughout this thesis, we utilize the dynamic programming approach from Beck-
stette et al. (2006) to calculate an exact TF binding score distribution such that
we can derive a p-value for the TF binding score. It is necessary to compute
a p-value for the TF binding score, since the score distribution of TFs differ
from each other and thus is nit directly comparable. Possible reasons are the
varying lengths and the different entropies of the TF motifs.

For a p-value m and a TF motif M of length m, we aim to identify the minimum
given TF binding score threshold T,,;,, (7, M) such that all the larger scores than
T describe the probability that M matches a random sequence of length m is
at most m. To determine this threshold T, (7, M) for a given m Beckstette
et al. (2006) utilized a dynamic programming approach that avoids to compute
the complete probability distribution.
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It is assumed that the bases ¢ € ¥ in a sequence S of length n occur indepen-
dent of each other with the probability f(o) = £ - [{i € [0,n — 1]|S[i] = o}.
We usually use the whole genome sequence to determine the frequency of the
bases. The probability to observe a specific subsequence s of S of length m
with m << n can be computed as P(s) = H;':Ol f(s[4]). The probability that
a sequence s reaches a TF binding score t for a given TF motif M, is the sum
of all sequences that achieve this score and can be expressed as:

Plscs, My =t = S [ £l (2.26)

seX™:sc(s,M)=t j=0

where sc(s, M) denotes the TF binding score between s and a given TF motif
M and X™ are all possible words of length m over the alphabet ¥. The minimal
threshold Ty (7, M) for a given 7 can be described as:

Tonin (7, M) = min{t|scmin(M) <t < s¢maz(M), (2.27)
Plsc(s, M) > t] < w}, ’
where $¢pmin (M) is the smallest possible score for a given TF model M and
SCmaz (M) the largest.
Using a dynamic programming approach, it is possible to efficiently compute
the probability distribution of all TF binding scores. We consider all prefix
TF motifs of M denoted by M; with ¢ € {1,...,m}. Assuming the probability
distribution for M;_1 is known, it is possible to derive the distribution for M;
utilizing the assumption that the bases within a sequence are independent of
each other.
Within the dynamic programming approach we use a matrix D, where each
row 7 represents the probabilities for M;. More explicit, D is (m + 1) x (I + 1)
matrix, where m is the length of the TF motif and [ is the number of all possible
thresholds one can observe. To denote the number of observable thresholds, it
is necessary to round the numbers in the TF motif to a fixed number of decimal
places. In the first step, we initialize the first row of the matrix, such that the
probability of observing a threshold ¢ > 0 = 1. One can write it precisely as:

1, ift=0

Do(t) = {0, otherwise - (2:28)
Each prefix of M, which corresponds to a row in D, can be described as M; :
[0,4] x X — N which is given by M;(0,j) = M(0,j) with j € {1,..,i} and o € 3.
For each possible threshold, it is determined whether it can be observed with
the current M;. The threshold ¢ is only observable for M; when in the previous
row D;_1 a sequence s exists with a threshold of t — M, ; for any o € ¥. This
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can be computed as following:

Di(t) =) Dica(t = Mos) - (o). (2:29)

gED

In the last row of the matrix D the probability to observe a threshold ¢ for a
given sequence s is given, thus P[sc(s, M) = t| = D,,(t). The p-value is derived
by the cumulative probability. Therefore, one sums up D,, until the threshold
t is reached. The p-values are stored in a vector (), which has as many entries
as there are possible thresholds.

D is filled recursively from the bottom to the top until the cumulative prob-
ability exceed the given p-value threshold. An example of this approach is
explained in Figure 2.18.

Hit-based and affinity-based approaches to determine a TF binding
score

In this section, we briefly outline two software tools commonly used to deter-
mine the TF binding score. However, the two approaches differ fundamentally.
Find individual motif occurrences (FIMO) (Grant et al., 2011) is a hit-based ap-
proach, meaning it determines whether a sequence is bound by a TF or not. In
contrast, transcription factor affinity prediction (TRAP) (Roider et al., 2007)
computes the average binding probability of a TF for a sequence, and thus is
a so-called affinity-based approach.

FIMO: Given a set of TF motifs and a set of sequences, the method de-
termines all TF binding sites with a p-value < 0.01 (default setting). FIMO
computes the TF binding score as well as the p-value similarly as outlined in the
previous section. A bootstrap method is used to determine the p-value’s false
discovery rate and correct it for multiple testing by providing a g-value. This
value gives the minimal false discovery rate at which the p-value is assumed as
significant. As a result, a list of TFs binding sites, p— and ¢-values is provided.

TRAP: The method provides an affinity score for each tested TF and sequence,
giving the expected average number of bound TF molecules. Therefore, TRAP
is based on a biophysical model assuming that the complex formation of a TF
and a sequence S can be described in the equilibrium TF + S < TF - S. The
fraction of bound sites can be computed as

[TF-S]  K-[TF)
[S]+[TF-S] 1+K-[TF]’

p(S) = (2.30)
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Figure 2.18: Detailed example for the approach from Beckstette et al. (2006). An
example how to derive the score threshold Tinin (7, M) for a TF motif M of length 3
and a p-value threshold of 7 = % is visualized. The green marked fields are those which
one needs to compute to derive the full score distribution. We assume that all bases are
observed with the same frequency, thus f(o) = i V¥ o € X. The cells that are computed
within the current step are marked by an orange square. (A) In a first step, the probability
to derive a score t = 11 is recursively computed. Only the sequence AGG achieves a score
of 11 and is computed as following: D2(11) = D1(8) - f(G), D1(8) = Do(4) - f(G) and
Do(4) = D_1(0) - f(A) = 1- 1. As aresult Dy = Z;, which equals the cumulated
probabilities for ¢ = 11. In (B) and (C) all sequences that achieve a score t = 10 and
t =9 are considered, respectively. The previously computed value for D1(8), D1(7) and
Dy(3) can be utilized without recomputation. (C) The cumulated probability sums up to
% and exceeds the given p-value threshold m = %, thus the algorithm stops. The score
threshold for the given p-value 7 = % is 10. Based on Figure 11 of Beckstette et al.
(2006)

where K is the site specific equilibrium constant. The author derived how the
parameters can be estimated using a probabilistic framework which is based on
the idea of Berg and von Hippel (1987). The binding probability is determined
for each site in a sequence and summed up to an overall affinity. The affinities
can be directly compared between different TFs as well as between sequences
of different length, since the affinities are length normalized.

2.2.4 TF motif enrichment analysis

A TF motif enrichment analysis aims to identify TFs that regulate the tran-
scription of a set of genes. Therefore the enrichment of known TF motifs in
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regulatory elements or promoter regions of the gene set is detected (McLeay
and Bailey, 2010). The known TF motifs can be gathered from public TF motif
databases, such as JASPAR or Hocomoco (see Section 2.2.3).

A typical task which is solved by a TF motif enrichment analysis is to identify
TFs that regulate a set of co-regulated genes. Within this thesis, we applied a
TF motif enrichment analysis to detect TFs that are involved in the regulatory
changes of circPLOD2 depleted pericytes (details are outlined in Section 4.3).
We used the regulatory elements of the DEGs between control pericytes and
circPLOD2 depleted pericytes to predict enriched TFs.

A TF motif enrichment analysis can also be utilized to determine the unknown
motif of a chipped TF. To do so, it is either assumed that the motif of the
TF is similar to a known one, hence the known motifs are used within the TF
enrichment analysis or de novo motif discovery tool are applied to determine a
set of possible motifs. Then the TF motif enrichment is used to refine this set
of de novo motifs (see also Section 3.1).

In the following two widely used TF motif enrichment tools are outlined.

CentriMo - Centrality of Motifs

CentriMo is a method to link motifs to TFs especially for TF ChIP-seq data,
assuming that the binding sites of the ChIP-ed TF occurs more enriched in the
center of the peaks than in the flanking regions. As input, CeniriMo expects
a set of motifs and a set of sequences of equal length identified with a TF
ChIP-seq experiment. In a first step, CentriMo scans for each motif the given
sequences for the significant binding sites for all possible positions. For each
sequence only the binding site with the highest binding score is considered.
Assuming that the best binding site of a motif can occur at any position in
the sequence, a binomial enrichment test is applied to derive a p-value for the
central enrichment of a motif. Therefore, over all sequences it is counted how
often the best binding site of a motif appeared within the central w positions
in comparison to the flanking regions. Since it is not known what the best
positions are to consider as central, different widths are tested. For each of
them a p-value is computed and adapted for multiple testing using Bonferroni
correction. The method returns, among other things, a ranked list holding a
p-value representing the central enrichment for each tested TF-motif pair .

PASTAA - predicting associated transcription factors from anno-
tated affinities

PASTAA is a method that incorporates the binding affinity of a motif with a
biological signal, which can be various kind of biological information related
to the considered genes, phenotype or utilized experiments. In their publica-
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tion the authors used the ChIP-chip binding values as biological signal. In the
circPLOD2 depleted pericyte example mentioned above we used the open chro-
matin signal of a REM in the studied cell type as signal value and in Chapter 3
we utilize the TF ChIP-seq signal value. As input the method expects a set of
motifs and a set of sequences, where each sequence is associated to a biological
signal. In a first step, the sequences are ranked according to their predicted
binding affinity using TRAP (Roider et al., 2007), which computes the average
binding probability of a given motif for the entire sequence. The higher the
binding affinity the more likely that the TF binds the sequence. Additionally,
the same set of sequences is ranked according to the biological signal. The idea
is to apply a cut-off to both lists and to check if there is a significant overlap
between the considered sequences. Thus, a good candidate motif provides a
high binding affinity to a set of sequences, which also have a high biological
signal. The enrichment is computed for different cutoffs using a hypergeomet-
ric test to determine the significance between the sequences with high binding
affinity and the sequences with high biological signal. As a result, the methods
provide a p-value based on the hypergeometric test for each tested TF-motif
pair.

2.2.5 Similarity measurement and clustering of TF binding motifs

In this thesis, we apply the similarity measurement and cluster algorithm for
PFMs developed by Pape et al. (2008) in different chapters. For example, our
domain score of MASSIF in Chapter 3 is based on the similarity measurement
S™% defined in their work. Further, we clustered the TF motifs from the JAS-
PAR database using their cluster algorithm.

Pape et al. (2008) developed a software package, called Mosta, which conducts
motif similarity computation and motif clustering. Two PFMs X and Y are
assumed to be similar if they describe a similar binding site, or to put it in
another way, if they have a high number of overlapping hits in a random se-
quence. Mostas’ similarity concept between two PFMs is based on an overlap
probability vx,y (k) at position k of X and Y as well as on the probabilities
of independent hits for X and Y at this position k, denoted by ax and ay.
The overlap probability vx y (k) is the sum of the probabilities for all possible
words z € X and y € Y to overlap at a position k. In addition, ax is the
probability that the words z € X occur in a background model, equally for Y.
Applying the logarithm to the ratio of the overlap probability and the product
of the probabilities of independent hits for X and Y, leads to the similarity

SX,y:
Sx.y = log (m(’ﬂ) . (2.31)
ay -y
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The ratio describes the probability to observe two hits assuming the motifs
X and Y represent a similar binding site, normalized by the probability to
observe hits for X and Y assuming they do not describe a similar binding site.
In MASSIF domain score we applied a concept, also provided by Mosta called
S™% which is based on Eq. 2.31. S™*" is a maximization over all possible k’s
and it also considers the reverse complement of the motifs:

gmaz ()(7 Y) — max(mgx SX7Y(k)a m]?,x SX’,Y (k)7

(2.32)
Hl]ilx SY,X (k), HlI?X Sy/,X (k’))

where X’ and Y’ are the reverse complement of X and Y, respectively.

Based on the definition of the similarity between two PFMs, Mosta determines
clusters in a set of motifs. Each resulting cluster is a set of motifs which is
represented by a consensus motif. Initially all considered motifs are interpreted
as a separate cluster containing one motif which is also the consensus motif at
the same time. Then in a greedy fashion, clusters are merged using S™%* as
a similarity measure. The procedure stops if the motifs in a cluster are not
similar enough to the cluster consensus motif. The algorithm terminates if all
pairs of consensus motifs are considered at least once or if the similarity of the
remaining motif pairs is too low.

2.2.6 Identification of regulatory elements and their associated
target genes

To understand genetic regulation it is crucial to identify REMs and to detect
the genes they may regulate. Various kinds of experimental assays exist to
predict REMs resulting in diverse sets of annotations, which are often publicly
accessible. In Section 4.1.1 publicly available databases that hold REMs are
summarized.

Often the problem is split in two tasks, where first the REMs are identified,
which are then linked to target genes. When DNasel-seq, TF and histone
ChIP-seq data is utilized to predict the REMs usually peak callers are involved
to detect open chromatin regions or regions with an enriched TF or histone
signal. Even though there are many peak callers specifically developed for the
needs of the different experimental assays, they still have a few drawbacks.
Often it is not trivial to decide which cutoff is most suitable to determine
peaks in comparison to the input signal. Also, it is unclear at which level of
enrichment a region is biologically relevant (Chen and Zhang, 2010). Further,
cell cycle stage (Liu et al., 2017) and cell numbers (Gilfillan et al., 2012) can
have an effect on the prediction of enriched sites.

To avoid all these drawbacks, a method called STITCHIT (Schmidt et al.,
2021) has been developed, which is not relying on a peak caller. Since we used
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it in Chapter 4 as basis of our EPIREGIO webserver, we provide more details
about it in the following.

STITCHIT: A integrative approach to identify gene-specific REMs

STITCHIT is an algorithm to identify REMs and their potential target genes
by analyzing epigenetic signals in relation to gene expression among several cell
types or tissues. To do so, paired DNasel-seq and expression data of various
samples are utilized. In more detail, the signal of the DNasel-seq data in a
user-defined region around each gene is inspected to identify segments with a
varying signal between the used samples. The aim is to choose the segments
in such a way that the samples can be separated according to their target gene
expression. Initially each segment is just one base pair long. Adjacent segments
are combined, if the variance between the DNasel signal of the segments is low
with respect to the target gene expression. The minimal description length
principle (Griinwald, 2007), an approach known from the information theory,
is used to assign a score to each segment and two evaluate the costs of combining
to adjacent ones. To identify the optimal segmentation for each gene, a dynamic
programming approach is used. The segments from the optimal segmentation
with a high correlation between the DNasel signal of the segment itself and
the target gene expression are used as features for a two-level machine learning
approach.

First a linear regression model using elastic net regulation is applied for feature
selections. Thereby the DNasel-signal within the segments are used to predict
the target gene expression. Based on a cross validation procedure, models
where the segments are not able to capture the information to predict the
target gene expression well enough are excluded. For the remaining models,
only the segments with a non-zero regression coefficient are kept. We denoted
these segments as regulatory elements (REMs). To not only evaluate how
well the REMs explain the gene expression, but also to assess their individual
contribution on the target gene expression and their significance, an Ordinary
Least Square (OLS) model is trained on the selected REMs. The resulting
regression coefficients and the corresponding p-values are reported, and can be
used in downstream analyses.

2.2.7 Regulatory SNPs (rSNPs) and approaches to detect them

In the Chapters 5 and 6, we are interested in so called regulatory SNPs (rSNPs).
These are non-coding SNPs that have an impact on the gene regulation by af-
fecting one or more TF binding sites. They either can increase the binding
strength of a TF to the DNA or even create new binding sites. In contrast,
rSNPs also can decrease the binding strength or disrupt a binding site of a TF.
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Figure 2.19: Examples of regulatory SNPs. In this figure two examples for regulatory
SNPs (rSNPs) are outlined. (left) Caused by a rSNP a TF binding site is lost and the TF
can not longer bind the sequence, which lead to an change in the target genes expression.
(right) A gain of a TF binding site, induced by a rSNP that results in a enhanced gene
expression, is visualized.

Two possible examples of a rSNP are visualized in Figure 2.19.

Several methods exist to evaluate the effect of a SNP on TF binding sites. We
summarize them in Section 5.1. In this section we provide more details about
the methods sTRAP (Manke et al., 2010), is-rSNP (Macintyre et al., 2010) and
atSNP (Zuo et al., 2015) that are closely related to our statistical approach in
Chapter 5.

The three approaches only rely on the DNA sequence and a TF motif, which is
represented by a PWM. The idea is to compare the binding strength between
the wildtype sequence S' containing the wildtype allele and the mutated se-
quence S? holding the alternative allele.

sTRAP: An approach to rank affinity changes

In the work of Manke et al. (2010), they use their previously proposed approach
TRAP (see Section 2.2.3) to compute the binding affinity of a PWM to a
sequence. Given a TF model M and the sequences S' and S? of the same length
than the TF model, a differential TF binding score is derived as following:

rar = zogw(m), (2.33)

where pjs(S?) denotes the p-value of the binding affinity of a sequence S°,
with ¢ € {1,2}. High positive values pinpoint to an increase in the binding
affinity induced by the SNP, whereas highly negative values are associated with
a decrease of the binding affinity of the studied TF. The score is computed for
all subsequences overlapping the SNP and the one with the highest absolute
score is kept. For each considered TF motif the analysis is repeated. To assess
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which TF is most affected by the studied SNP, the resulting maximal scores
are ranked.

is-rSNP: Computation of statistical significant differential TF bind-
ing scores

The general idea of this approach is similar to the sTRAP. However, is-rSNPs
uses a hit-based approach to compute the TF binding score and it provides a
significance for the derived differential TF binding score.

Given a TF motif M of length m and sequences S* and S? of length 2m — 1.
In a first step is-rSNP determines the position in S' and S?, where the TF
motif M achieves the highest TF binding score. To do so, they use a sliding
window approach to compute the TF binding score for the TF model M and
the corresponding p-value of all subsequences. For the window which has the
maximal TF binding score that is also significant (p-value < 0.001 ) either in
wildtype or the mutated sequence, a differential TF binding score is derived as
log-ratio similar to the one in Manke et al. (2010). To derive a p-value for the
resulting score based on the given TF motif M, the complete differential TF
binding score distribution is determined. Therefore, the differential TF binding
score is computed for all possible sequences of the length m, where for each
sequence all possible SNPs are considered. Based on the resulting distribution,
a p-value for an observed differential TF binding score can be determined. Since
an exact p-value distribution is assessed, this approach results in an algorithm
with quadratic runtime in m.

atSNP: Affinity testing for regulatory SNPs

The aim of atSNP is to overcome the slow computation of a p-value for the
differential TF binding score. Furthermore, the details how to compute the
differential TF binding score differ slightly from the approach of is-rSNP.

Given a TF motif M of length m and sequences S and S? of length 2m — 1,
atSNP computes for each sequence the maximal TF binding score, including
the reverse complement. To derive a p-value for the maximal TF binding
scores of S! and S?, it is assumed that the subsequences, which overlapping
the SNP can be described by a first order Markov model, utilizing the 30 bp
up and downstream of the SNP position. Thus, they do not assume that the
positions within the sequence occur independent of each other. To evaluate
the TF binding score distribution they use importance sampling instead of the
classical Monte-Carlo sampling. They are mainly interested in the p-values of
high TF binding scores, which one observes rarely by random sampling, thus a
large number of simulations would be necessary to derive a reliable TF binding
score distribution with a Monte-Carlo sampling (Chan et al., 2010). Importance
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sampling is an alternative where the focus is more on the events of interest.
Thereby, the number of simulations is reduced, which results in a significant
speed up. The differential TF binding score is computed as the log-ratio of the
p-values of the maximal TF binding scores of the wildtype and the alternative
sequence. A p-value for the differential TF binding score is determined using
importance sampling to estimate the distribution of the differential TF binding
scores.

2.2.8 How SNPs are linked to genes

Non-coding SNPs can have an impact on gene regulation (see Section 2.1.9),
but it is not trivial to associate these SNPs to candidate genes. GWAS result
in a summary statistic, providing the information how likely it is associated
to the studied phenotype for each tested SNP. To identify which genes might
be affected, gene-based association tests can be applied. The idea of such a
test is to detect genes to which multiple SNP are linked to. These SNPs are
often only associated with a medium strength to the studied phenotype and
thus not prioritized by a GWAS (Li et al., 2011). However, complex diseases
are often caused by the interplay of many common variants with rather small
effects (Eichler et al., 2010). In a gene-based test, usually common SNPs and
their SNPs in LD are analyzed using different statistical approaches (Li et al.,
2011; Liu et al., 2010). For each gene the SNPs within a specific window are
included in the analysis, for instance Li et al. (2011) used a 5 kb window. The
result is a list of genes ranked according to their predicted impact in the studied
phenotype.

An alternative approach is to evaluate the significant SNPs from the GWAS
summary result and their SNPs in LD individually. Before linking SNPs to
genes one can determine which of the SNPs might have a regulatory effect. A
strategy is to utilize cell type or tissue specific eQTLs e.g downloaded from
GTEx (GTEx Consortium, 2017). This is often done as downstream analysis
of an GWAS using for instance a colocalization analysis (Hormozdiari et al.,
2016; Chen et al., 2017). Another possibility to do so, is to use chromatin ac-
cessibility quantitative trait loci (caQTLs) which can be detected in ATAC-seq
analyses. If an open chromatin region contains a SNP, one observes two kinds
of reads, one holding the wildtype allele and one holding the alternative allele.
Based on the varying read counts for the alleles of the SNP it is possible to
derive information about the SNPs functionality on the open chromatin sta-
tus (Broekema et al., 2020; Kumasaka et al., 2015). Many caQTLs detected in
primary CD44 T-cell show a strong enrichment to candidate SNPs associated
to the autoimmune system (Qu et al., 2015a). Further, it is possible to detect
if a SNP is regulatory by predicting if a TF binding site is affected, using for
instance atSNP, which is explained in the previous Section 2.2.7 or our statis-
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tical approach introduced in Chapter 5.

Several strategies to associate a given set of SNPs to proximal and distal target
genes candidates are known and commonly used (Dey et al., 2022; Gazal et al.,
2022). Among them the less specific window-based strategy, where within a
used defined region all SNPs are linked to a gene of interest (Zhu and Stephens,
2018; Kim et al., 2019). Often SNPs in the promoter region of a gene are as-
sumed to affect this gene. Furthermore, SNPs can be linked to genes based on
previously defined enhancers, which are associated to target genes using various
kind of cell type or tissue specificity epigenetic data. A few resources that hold
enhancers associated to target genes are outlined in Chapter 4. Based on the
cell type or tissue of interest there might be a specific dataset available, such
as the cis-regulatory atlas of the mouse immune system (Yoshida et al., 2019).
Additionally, enhancer gene links can be derived using the activity-by-contact
(ABC) score (Fulco et al., 2019) or its generalized version (Hecker et al., 2023)
which uses open chromatin and/or histone ChIP-seq data combined with Hi-C
data.

2.2.9 DisGeNET database, a resource for disease genomics

The DisGeNET database (Pinero et al., 2015; Pifiero et al., 2019) is a collec-
tion of disease and variant associated genes, which are collected from various
sources, such as UniProt (The UniProt Consortium, 2017), Orphanet (Rath
et al., 2012), ClinGen (Rehm et al., 2015), ClinVar (Landrum et al., 2017),
GWAS Catalog (Buniello et al., 2018), GWAS DB (Li et al., 2015) as well
as scientific literature and data gathered from animal models. The database
is highly transparent, meaning the origin of the associations is given by pro-
viding the original database the data was retrieved from, the number of pub-
lications and their NCBI PMIDs as well as a text field summarizing the ev-
idence. In total the current release (v7.0) contains 1,134,942 disease gene
association for 21,671 genes and 30, 170 diseases and traits, and 369, 554 vari-
ant disease associations for 194,515 variants and 14,155 diseases and traits
(https://www.disgenet.org). For each association a score is given which is
based on the evidence which supports it. The authors of DisGeNET provide an
R package (https://www.disgenet.org/static/disgenet2r/disgenet2r.html) that
allows to explore the database, among other applications a disease enrichment
analysis is provided. Given a list of genes, the disease enrichment test detects
which genes are enriched in diseases or traits in comparison to all annotated
associations. To do so, Fisher’s exact test is used for each trait or disease
within the database, and the resulting p-values are FDR corrected using the
Benjamini-Hochberg method.
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Chapter

Incorporating DNA binding
domain information to TF motif
enrichment analysis

In this chapter we introduce our method to improve TF motif enrichment anal-
ysis including DNA-binding domain information called MASsIF. Parts of the
text and the figures are taken from our paper Improved linking of motifs to their
TF's using domain information (Baumgarten et al., 2019) published in Bioin-
formatics. We also provide the source code and a detailed description of how to
use it in our GitHub repository https://github.com/SchulzLab/MASSIF. The
contribution of all authors is given below:
e Conduction of the computational analyses, implementation of MASSIF,
visualizing of the result, and writing the text: myself
o Discussion and design of the approach, evaluation of the results: Marcel
H. Schulz (M.H.S), Florian Schmidt (F.S) and myself
e Proofreading and adjustment of the text: F.S and M.H.S

3.1 Common strategies to infer TF motifs in compari-
son to our approach

TFs are able to bind to the DNA by recognizing specific patterns with their
tertiary protein structures denoted as DNA-binding domains (DBDs). As out-
lined in detail in Section 2.1.7, TFs are involved in gene regulation by binding
to regulatory elements like promoters or enhancers. Often the first step to un-
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derstand the regulatory effect of a TF on a gene, a phenotype or a disease, is
to computationally localize the TF’s binding site within the genome. To do so,
the binding motif of the TF of interest must be known.

The binding sites of a TF can be experimentally determined by performing a
TF ChIP-seq experiment. To pinpoint the motif of the chipped TF, de novo
motif discovery tools are commonly used to identify short sequence patterns
within the peak regions resulting from the ChIP-seq experiment (reviewed in
(Tompa et al., 2005) or (Tran and Huang, 2014)). Usually the result of a de
novo motif discovery tool is a list of motifs that are significantly enriched in
these sequences. Among the detected motifs can be not only the true motif,
but also motifs of co-factors of the TF of interest, or repetitive sequences.
Alternatively, methods like Clover (Chen et al., 2004), PASTAA (Roider et al.,
2009), CentriMo (Bailey and Machanick, 2012),i-Cis Target (Potier et al., 2015),
REGGEA (Kehl et al., 2018) or iRegulon (Janky et al., 2014) make use of the
increasing number of already known motifs linked to TFs to detect enriched
motifs in the given sequences. The known motifs are usually taken from motif
databases like JASPAR (Khan et al., 2017), TRANSFAC (Matys et al., 2006)
or Hocomoco (Kulakovskiy et al., 2017) (see Section 2.2.3). Some of these
methods can also handle de movo motifs as input, thus they are used as a
follow-up analysis to refine the motifs resulting from a de novo motif discovery
tool.

Additionally, there is a closely related field of research that investigates the pre-
diction of the motif of a TF independently of any associated DNA-sequence.
To the best of our knowledge one of the first studies that linked TFs to their
motifs only relies on information derived from the amino acid sequence of the
TFs, and thus also incorporates the DBD (Tan et al., 2005). The approach
is motivated by the observation that TFs associated to the same DBD are in
general more similar to each other in terms of their amino acid sequence and
therefore tend to bind to similar motifs. Tan et al. (2005) used a probabilistic
framework including DBD similarity of TFs and comparative information for
prediction in F.coli. A study which is based on a support vector regression
model showed that for some DBDs useful features from the protein sequence
can be derived to predict the motif of a TF (Schréder et al., 2010). However,
a study by Zamanighomi et al. (2017) showed that using only features derived
from the DBDs yields a high number of false positives. To overcome this prob-
lem, they combined the DBD-based information with a probabilistic model of
motifs hits using epigenetic data.

To summarize, utilizing information derived from the DBD of a TF of interest
was successfully used to infer the corresponding motif often independently of
any TF-associated sequences. However, we noticed that commonly used tools
that associate motifs to TFs based on TF-associated sequences are not using
the powerful DBD information.
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3.2 MASSIF - motif association with domain informa-
tion

In this section, we introduce a new method called MASSIF - motif association
with domain information - that incorporates the DBD information to existing
tools that link motifs to TFs with the aim to improve their prediction.

In the following, we first outline M ASSIF’s statistical approach, which is compa-
rable to the statistic used by Tan et al. (2005). Thereby, we explain how a score
is derived to evaluate how likely the predicted TF-motif pair is the correct one.
Further, we show that well-known and commonly used tools combined with
MaAssIF’s statistic based on DBD information increase their performance.

3.2.1 Overview of MASSIF

Our method MASSIF aims to improve the prediction of TF-motif pairs by com-
bining DBD information with tools that link motifs to TFs. We observed that
TFs with the same DBD often have similar motifs, for instance the HOX-
factors, which are extremely similar to each other, all belong to the Homeo
domain factors. Lambert et al. (2018) visualized the similarity of known TF
motifs within a heatmap (see Figure 2A in their review), which showed a high
similarity between the motifs of the TFs with the same DBD. We hypothesize
that a candidate motif linked to a TF of interest is more likely to be the correct
one, if it is similar to already known motifs associated to TFs with the same
DBD as the TF of interest. Based on this idea, we developed a statistic. We
constructed a DBD collection that holds TF-motif pairs sorted according to
their known DBD. We used the collection to obtain motifs linked to TFs with
the same DBD as the TF of interest. Based on this information we can compute
a similarity measure between the studied TF and the linked candidate motif
that evaluates how well the motif fits to the TF’s 3-dimensional characteristics
given by the DNA-binding domain. We call this similarity measure domain
score, which can also be represented as a p-value.

Our method expects as input (1) a list of candidate motifs, which can be either
de novo motifs or motifs from a motif database (2) the DBD of the studied
TF, (3) TF-associated regions e.g. ChIP-seq data and (4) a biological signal
per region of interest e.g. the signal value provided by ChIP-seq data. The
domain score can be used in two different ways: (1) Using Fisher’s method as
a meta analysis (Fisher, 1934) (see Section 2.2.1) to combine the domain score
with the p-value of predicted TF-motif pairs of existing tools. (2) Applying the
domain score as a filter to reduce the list of candidate motifs before applying
an existing tool. An overview is shown in Figure 3.1.
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Figure 3.1: Overview of the DBD collection and our method Massif. (A) The steps
how to build the DBD collection are outlined. (B) The required input to our method is
shown. (C) The workflow of MASSIF is illustrated for the setup where the domain score is
used in a meta analysis (upper part) and for the setup where the domain score is applied
as a filter (lower part).

3.2.2  Preparation of the DNA-binding domain collection

We build the DBD collection using the TF-motif pairs from the JASPAR
database. Each TF of the database is associated to a TF class and a TF
family according to the TFClass system (Wingender et al., 2013) (see also Sec-
tion 2.1.7). We decided to use the TF class information as proxy for the DBD,
since it might be easier to provide the TF class of the studied TF than the
more specific TF family. The first step to construct the DBD collection is to
separate the JASPAR TFs and hence indirectly the motifs, according to their
DBDs. The 515 TF-motif pairs from the JASPAR database belong to 30 differ-
ent DBDs (listed in the Appendix Table 1), where between 1 and 140 TF-motif
pairs are assigned to the same DBD.

We noticed some variance between the motifs of TFs assigned to the same class
of DBD, especially if many TFs are assigned to it. It is important to represent
the diversity of motifs for a DBD as accurately as possible to provide reliable
domain scores. On the other hand, we want to combine highly similar motifs to
remove redundancy in the motifs associated to a DBD. Therefore, we cluster
the motifs assigned to the same DBD into distinct groups using the cluster
algorithm introduced by Pape et al. (2008) (see Section 2.2.5). For each DBD
we get a set of clusters Dy, with [ € {1,...,30} where 30 is the number of ob-
served DBDs. Then D is defined as the set of all DBDs D = {Dx, ..., Dso}.
We can identify each DBD by their their corresponding set of clusters and vice
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versa. Each set of clusters D; consist of a varying number n; of clusters cé’c with
k € {1,...,n;} depending on how similar the motifs within the DBD are. Thus,
we can write D; = {c},...,c/'}. In addition, the motifs within a cluster ¢} are
represented by a consensus motif M x.

The DBD collection allows us to look up a set of consensus motifs, which are

commonly observed for TFs of a specific DNA-binding domain.

3.2.3 Definition of the domain score

To calculate the domain score between a candidate motif and the studied input
TF, we need to be aware of the DBD of this TF. In general, for most of the
TFs the DBD is known and can be looked up, for instance in UniProt (The
UniProt Consortium, 2017). Otherwise, if the DNA- or protein sequence is
known, the DBD can be predicted using tools like SMART (Letunic et al.,
2015) or UniPROBE (Hume et al., 2015).

Let’s consider the DBD D; of the studied TF, then we can use the DBD collec-
tion to look up the consensus motifs of the set of clusters My, k€ {1,...,m}
associated to D;. The domain score provides for a candidate motif a score
indicating how similar this motif is to the most similar consensus motif of the
DBD of the current TF. In more detail, we calculate the similarities S™** be-
tween the PFM P of the candidate motif and all consensus motifs M_» of the
DBD of the current TF. S™%* describes the similarity between two PFMs and
was introduced by Pape et al. (2008). We provided more details about this
similarity in Section 2.2.5. So, the set of similarities between a motif described
as a PFM M and the consensus motifs of D; can be computed as:

sim(M, Dy) = {S"“””(M, M) | cf e Dl}. (3.1)

Among all calculated similarities, we pick the highest one. Since the similarity
value also depends on the motif itself, we divide the maximal similarity by the
sum of all maximal similarities over all DBDs for the current motif P. Thus,
we get the following equation for the domain score Ip:

max sim(M, D;)
ZlDl max sim(M, Dy,)

m=1

Ip(M, D) = (3.2)

We assume that the higher the similarity, the more likely it is that the candidate
motif fits to the current TF. Figure 3.2 illustrates an example how to calculate
the domain score. To enable a better interpretation of the domain scores and
to allow us to use them in a statistical test, the domain scores are represented
as p-values 7:

m:= P(Ip(M, D;) > z|Hy), (3.3)
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Figure 3.2: Calculation of the DBD score. Example how to calculate the domain
score on a small part of the DBD collection. (Top) For each DBD the corresponding
consensus motifs are shown and the TFs within this cluster are listed below. (Bottom)
The similarities S™“* between the PFM of the TF ARNT and the consensus motifs of
all DBDs are computed. The calculated domain scores and the corresponding p-values
assuming the candidate TF has the DBD 'Tryptophan cluster’, 'C2H2 zinc finger' or
"Helix-loop-helix’ are shown.

where x is an observed value of the domain score and the null hypothesis H
is defined as: the candidate motif linked to the studied TF does not fit well to
motifs of TFs associated to the same DBD as the studied TF.

Since we have no analytical description of Hy, we approximate it by using Monte
Carlo sampling (see Section 2.2.1). We randomly sampled 100,000 PFMs with
a length between 6 and 21. The length of a motif was drawn from a normal
distribution, since the motif length of the JASPAR motifs followed this dis-
tribution. For each entry of the matrix representing the motif, we picked a
number based on a uniform distribution between 1 and 100, and divided each
column by the column sum, so that we get PFMs. By doing so, we generated
a set of randomly sampled PFMs R.

For each random motif » € R we calculated the domain score z for a given
DBD D; and estimated a p-value for this score as:

{r|ip(r,D;) > z,7 € R}\
IR

p(z, D)) = (3.4)
Basically, we count how often a random motif has an observed domain score
for a given DBD that is higher or equal than the score x and divide it by the
total number of motifs in R.
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The domain score Ip can either be used in a meta analysis or as a motif
filter. In the following both setups are explained in more detail.

Domain scores used in a meta analysis

Tools that link motifs to TFs relying on TF-associated sequences usually return
a list of motifs describing the likelihood that the motifs are over-represented
in the set of input sequences. For each motif, a p-value is given that is used
to compare the motifs between each other and to also rank them. For each
motif within this list, we determined the domain score Ip (Equation (3.2)) and
the corresponding p-value as explained in Equation (3.4). A meta analysis is
performed by using Fisher’s method (see Section 2.2.1) to combine the p-values
of the used tools and the domain score:

X(p1yoesPm) = =2+ Zlog(pi), (3.5)

where p; represents the p-value of the ith method as well as the p-value of
the domain score. Thus, m — 1 methods that link TFs to motifs are used.
Fisher’s method follows the x? distribution with 2k degrees of freedom (Fisher,
1934). As a consequence, we can obtain the corresponding p-value by comput-
ing 1 — Fyr(x), where Fai(x) is the cumulative distribution function of the x>
distribution.

Domain score used as a motif filter

As an alternative, one can also apply the domain score in a pre-processing
manner to reduce the number of motifs used in the tools linking motifs to TFs.
Given the DBD of the TF of interest, we can use the domain score to exclude
motifs which are unlikely to be observed for TFs with this DBD. By doing
so, we can increase the reliability of the predicted TF-motif pairs and reduce
the number of false positives. We chose a threshold ¢ for the domain score
p-value, so that we can decide for which of the input motifs the domain score
is significant (7 < t). We excluded all motifs from the motif set which are
not significant. Finally, we applied the considered tools on the reduced motif
set and, when we used more than one tool, we combined the resulting p-values
with Fisher’s method.
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| C|P|CP|MCP| Mg | Mp| Mcp |
% v
VN A

Meta analysis
Domain score as filter

Table 3.1: Explanation and shortcuts of the different setup. 'C’ and 'P’ denote 'CentriMo’ and
'"PASTAA’, respectively. In the setup 'CP’, the results of CentriMo and PASTAA are combined
within a meta analysis. 'M’ followed by capital letter(s) denotes the use of the domain score in
a meta analysis and 'M’ followed by subscript letter(s) the use of the domain score as filter.

3.3 Ewvaluation of existing TF motif enrichment tools
combined with M ASSIF’s domain score

In the next section, we evaluate the performance of existing TF-motif tools in-
corporating MASSIF’s domain score on TF ChIP-seq data with motifs gathered
from a TF motif database and de novo learned motifs.

3.3.1 Using state of the art tools to link motifs to TFs

Our proposed method MASSIF is only able to improve the performance of ex-
isting TF-motif tools, that associate motifs to TFs based on TF-associated
sequences. Among these tools CentriMo (Bailey and Machanick, 2012) and
PASTAA (Roider et al., 2009) are the most widely used ones (McLeay and
Bailey, 2010), thus, we decided to use them also for our evaluation. However,
our method is not specific to these two tools and can also be combined with
other tools that link motifs to TFs. In Section 2.2.4 a detailed description of
CentriMo and PASTAA is provided. In brief, CentriMo is designed to ana-
lyze ChIP-seq data and prioritizes motifs found in the middle of peak regions
utilizing a binomial test that compares motif occurrence in the center and the
flanking regions. PASTAA is a rank based tool, that does not only include
TF-associated sequences, but also biological information to identify TF-motif
pairs. In addition, these tools are user-friendly, easy to apply and their runtime
is tolerable for large sequence sets.

3.3.2 Combining MASSIF’s domain score with existing TF motif
enrichment tools improves their performances

To evaluate our method and to compare it to the performance of CentriMo and
PASTAA, we used 102 TF ChlIP-seq datasets for which a linked motif for each
chipped TF is known (see also Appendix Section A.1.2). Thus, for a predicted
TF-motif pair we can evaluate if it is the correct one. To control if MASSIF
improves the results of the considered tools, we test multiple variations, for
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Figure 3.3: Results of the ENCODE dataset for different setup. (A) and (B) show
the results of MASSIF using Hocomoco motifs for 102 ENCODE ChlIP-seq dataset. (A)
Precision-Recall curves that visualizes the performance to correctly link motifs to TFs for
sequence length 500 bp. (B) Bar plot illustrating the AUCPR (y-axis) of the results for
different sequence lengths (x-axis). (C) Precision-Recall curves of the results of MASSIF
with de novo identified motifs for 46 ENCODE ChIP-seq datasets (sequence length 300

bp).

which we developed the naming scheme shown in Table 3.1.
We first tested MASSIF with the known motifs of the Hocomoc database and
then in a more difficult scenario, where we use de novo motifs as input motifs.

Results using Hocomoco motifs as input

We ran MASSIF for all setups shown in Table 3.1 on four sequence sets differing
in length (100 bp, 300 bp 500 bp and 700 bp) and used the motifs of the Ho-
comoco database as input. To assess the performance of the tested variations,
we determined for how many TFs a motif was linked correctly. To account for
similarity between different Hocomoco motifs in the evaluation, we combined
similar motifs by clustering (Pape et al., 2008). Linked motifs that belong to
the same cluster as the true motif were counted as correctly linked. The results
are shown in Figure 3.3, where Figure 3.3A shows a AUCPR curve for all used
setups for sequence length 500 bp and Figure 3.3B the PR-AUC for all setups
for the different sequence lengths as bar plot.

To get a first clue how well PASTAA and CentriMo perform, we ran them
without any modifications. We noticed that the AUCPR of PASTAA are high-
est (& 0.310) for the shortest sequence length and dropped for the longer ones.
For CentriMo we found the opposite effect. The lowest AUCPR (0.237) was
achieved for a sequence length of 100 bp, and the performance was improved
for longer sequences e.g. a AUCPR of 0.382 was achieved for a sequence length
of 300 bp.

Next, we combined the predictions for a TF-motif pair of PASTAA and Cent-
riMo in a meta analysis using Fisher’s method, denoted as CP. The AUCPR of
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CP was similar compared to the AUCPR of CentriMo (except sequence length
100 bp), whereas an improvement of the AUCPR, of PASTAA was observed. In
general, the performance of CP was less susceptible to varying sequence length
compared to the individual results of CentriMo or PASTAA.

To test if we can further improve the AUCPR of CP, we added the p-values of
the domain scores to the meta analysis. We refer to this setup as MCP, which
resulted in a clear improvement of the AUCPR compared to CP. Especially for
the sequence length 100 bp the increase of correctly linked motifs was substan-
tial. The average improvement of the AUCPR of MCP over CP was around
0.142 for all sequence lengths.

Next, we tested how the domain score used as a filter affects the prediction.
Therefore, we evaluated the results of PASTAA and CentriMo on the reduced
motif set, where all motifs with domain score p-value > 0.001 were excluded.
The setups are termed Mp and Mg, respectively. Interestingly, these setups
improve the performance of many analysis. For sequence length 100 bp the
AUCPR of Mp was 0.048 lower than the AUCPR of MCP. On average over
all sequence lengths the AUCPR for Mg compared to CentriMo improved by
around 0.204 and Mp compared to PASTAA by around 0.324. Still, both tools
showed varying performance with varying sequence length. For instance, the
AUCPR of Mp dropped by around 0.104 after increasing the sequence length
from 100 bp to 700 bp.

Finally, we combined the setups Mp and M¢ within the meta analysis, and
refer to it as Mop. Compared to M the performance was similar, except for
the shortest sequence length, where an increase of the AUCPR of 0.105 was
achieved. For Mp longer sequences resulted in the largest improvement. Ad-
ditionally, differences in the AUCPR for varying sequence lengths were small
compared to the meta analysis or CentriMo and PASTAA. We observed stable
AUCPR over all sequences for M¢cp, but for longer sequences the AUCPR of
M was slightly higher.

We conclude that adding the domain score leads to a substantial improve-
ment of linking motifs to TFs, where the filter-based method leads to a slightly
higher improvement than the meta analysis.

Results using de novo motifs as input

As an alternative to the Hocomoco motifs, we investigated how de novo motifs
affect the performance of MASSIF. To determine de movo motifs on the EN-
CODE ChIP-seq datasets, we applied a tool named GimmeMotifs (van Heerin-
gen and Veenstra, 2010) on sequences of length 300 bp. We used this method
for the following reasons: It identifies de novo motifs for ChIP-seq datasets in
appropriate time and combines several de novo motif discovery tools within
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one method (used tools: MDmodule, MEME, Weeder, MotifSampler, trawler,
Improbizer, BioProspector, Posmo, ChIPMunk, AMD, Homer, XXmotif). Ad-
ditionally, GimmeMotifs clusters the resulting motifs to decrease the number
of redundant ones. The algorithm was able to identify de novo motifs for 46
out of the 102 downloaded ChIP-seq datasets. We applied MASSIF on these
datasets using the identified de novo motifs as input.

To evaluate how accurately the different variations perform, we followed the
same strategy as before, and assessed how many motifs were correctly linked
to a TF. To determine which de movo motif is the correct one, we calculated
the similarity for each of them to the known motif of the TF of the current
ChIP-seq dataset. For this we used the similarity function sstat from Pape
et al. (2008), which computes the similarity between two PFMs. The de novo
motif that is most similar to the motif of the TF is assumed to be the correct
one. Figure 3.3C shows the PR curve for the different setups. We added a
black curve which represents the performance of GimmeMotifs by sorting the
de movo motifs according to their internal enrichment value.

We observed that in general the tendency of the results of MASSIF using de
novo motifs as input were similar to the results based on the known TF-motif
pairs shown in Figure 3.3A and B. The setups which use the domain score as
a filter again performed best. Also the AUCPR from CentriMo, PASTAA and
CP were similar in comparison to MASSIF with Hocomoco motifs as input.
Only the performance of MC P decreased.

In general, we noticed that some of the correctly linked de movo motifs were
extremely similar to the true motif, an example is shown in Figure 3.4A. Fur-
ther, we observed that the filtering was able to remove de novo motifs that were
highly different from the true one (see Figure 3.4B). For 12 out of 46 cases the
filtering rejected even all de novo motifs because of low similarity to any known
motifs of the DBD of the current TF (p-value > 0.001).

To conclude, the filtering can be applied as a quality control to eliminate de
novo motifs that are found to be enriched in the sequences, but most likely do
not represent the true motif of the TF. Adding the domain score, especially
as filter, leads to a considerable improvement of the performance of CentriMo
and PASTAA.

3.3.3 The number of motifs within a DBD affects the domain score

In the following section, we investigate the domain score distribution for ran-
domly sampled motifs and the wrongly predicted TF-motif pairs.
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Figure 3.4: Examples of de novo identified motifs in comparison to the true ones.
The first row visualizes the known motif of the current TF of interest, the following motifs
are de novo motifs sorted according to their similarity to the true motif. Motifs that are
eliminated throughout the filtering step are crossed out. (A) An example is shown where
the de novo predicted motifs on the ENCODE ChlIP-seq data for the TF RUNX1 are
similar to the known motif. The filtering excludes a de novo motif that does not fit
properly to the true one. (B) An examples is outlined, where the filtering eliminates all
de novo motifs. In such cases MASSIF is not able to make a prediction.

DBD with less motifs provides more reliable domain scores

We studied the domain score distribution of the randomly sampled motifs sep-
arately for each DBD and noticed that the distributions differ from each other.
In Figure 3.5A the domain score distribution for the DBD of C2H2 zinc fin-
ger factors and STAT domain factors are shown as example. Generally, the
domain scores of DBDs that contain fewer motifs have a smaller mean than
DBDs with a large number of motifs. An explanation for this effect could be
that the DBDs with a large number of motifs typically consist of several clus-
ters. Thus, it is more likely that a random motif gets a higher domain score,
just by chance, because of the large number of computed motif comparisons.

DBD with less motifs might better distinguish true TF-motif pair
from incorrect one’s

To get a better intuition of how the domain score improves the AUCPR of the
used tools CentriMo and PASTAA we analyzed the motifs which are incorrectly
linked to a TF using the motifs from the Hocomoco database. In particular,
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Figure 3.5: Domain score distribution and analysis of incorrectly predicted TF-motif
pairs. (A) The distributions of the domain scores for two DBDs, namely 'C2H2 zinc finger
factors’ and 'STAT domain factors’ are shown. The black vertical lines mark the smallest
values of the domain score of all real motifs of the DBDs "C2H2 zinc finger factors’ and
'STAT domain factors’. (B) Analysis of the motifs incorrectly linked to a TF (y-axis) of
some setups denoted by the colors for sequence length 500 bp. The background represents
the number of TFs per DBD of the input ChlP-seq datasets. The plot separates TFs by
their DBDs (x-axis).

we wanted to investigate for which DBDs using the domain score is helpful. In
Figure 3.5B the number of motifs that are incorrectly linked to a TF per DBD
are shown. The black bars illustrate the number of TFs of the input ChIP-seq
dataset per DBD denoted as background. If we compare the number of motifs
that are incorrectly linked to a TF of the different setups, we notice several
interesting points.

First, in all cases CP is able to be at least as good as CentriMo or PASTAA. For
four DBDs Basic leucine zipper factors, Basic helix-loop-helix factors, Tryp-
tophan cluster factors and C2H2 zinc finger factors the performance of CP
achieves a better result than CentriMo or PASTAA alone. Interestingly, in two
cases, namely Other C4 zinc-type factors and Nuclear receptors with CJ4 zinc
finger, the performance of CP is poorer compared to the best used tool, that
links motifs to TFs.

The performance for Mcp is in most cases at least as good as the best con-
sidered setup or improves the performance. For the DBD C2H2 zinc finger
factors Mg p links two motifs incorrectly, which are correctly linked from CP.
In addition, we observe that Mgp leads to an improvement of 7 DBDs in such
a way that all linked motifs are correctly associated, whereas without using the
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domain score PASTAA or CentriMo link one motif incorrectly. Interestingly,
five out of these seven DBDs contain only up to five motifs in the DBD collec-
tion, whereas the other two contain 11 and 36 motifs. These findings suggest
that for DBDs, which contain less motifs, the domain score strongly influences
performance, which is consistent with the observation of Figure 3.5A. There,
we notice that DBDs containing less motifs, are able to better distinguish if a
motif is correctly associated to a DBD or a false positive one.

We conclude that combining CentriMo and PASTAA in a meta analysis im-
proves the result in comparison to the individual tools. Further, the reduced
motif set which results from the filtering based on the domain score is much
more specific than the original motif set. This leads to a more accurate predic-
tion, especially for DBDs with less motifs.

3.4 Discussion

In this chapter, we analyzed how the DBD information of TFs can be used to
improve the performance of existing approaches, that link motifs to TFs rely-
ing on TF-associated sequences. Our tool MASSIF is based on the idea that a
correctly linked motif for a TF of interest is similar to motifs of TFs with the
same DBD as the studied TF. We introduced MASSIF’s domain score, which
computes a similarity measure and evaluates how likely it is that a candidate
motif fits to the studied TF. The domain score can either be used in a meta
analysis or as a filter to reduced the set of input motifs. Our method MASSIF
incorporates the tools CentriMo and PASTAA for which we showed that the
domain score improves the AUCPR of these tools.

The domain score can not only be applied to CentriMo and PASTAA, but also
to improve the performance of any tool that links motifs to TFs if it is based
on a matrix representation like PFMs. The idea of the domain score is also
suitable for more complex representations of DNA motifs if appropriate simi-
larity measures exist. Even if a tool does not provide a p-value as part of its
analysis, our domain score can be used as a filter to improve results.

MASSIF requires the DBD of the studied TF as additional information. As
already mentioned before, it is practical to determine the DBD of a TF even
if the DBD is not listed in a protein database like UniProt by predicting it
using protein domain profiles (El-Gebali et al., 2019). However, in cases where
the DBD information cannot be derived or is not included in our current DBD
collection, our method cannot be used.

We utilized 102 human sequence sets from ChIP-seq experiments to evaluate
the performance of our method on a realistic setting. Within this work, we
used as motif sets either the motifs available in the Hocomoco database or we
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predicted them de novo. We avoided the motifs from the JASPAR database,
since we build the DBD collection on it. However, in practice, any motif set
can be used, from another motif database or experimentally derived or de novo
motifs. Further, we investigated sequence sets with differing length, where our
method produced stable results for all lengths, which is important, as peak
length may vary with experiment quality and the used peak caller.

The advantage of using the domain score in a meta analysis is that no threshold
has to be selected. However, using Fisher’s method might not be the optimal
statistical approach to combine the domain score with the p-values of tools
that link motifs to TFs based on TF-associated sequences. The smallest pos-
sible p-value of the domain score using default parameters is 107>, since the
corresponding distribution is based on 100,000 random motifs. Compared to
the smallest possible p-values of CentriMo and PASTAA, this p-value is rather
big. Fisher’s method is more sensitive to smaller p-values (Heard and Rubin-
Delanchy, 2018). Thus, depending on the resolution, this kind of approach
may favor p-values from either CentriMo or PASTAA. On the other side, if
we use the domain score as a filter and combine the results of PASTAA and
CentriMo, this bias is less problematic, as the p-values of both tools are in the
same range. This could possibly explain why using the domain score as a filter
achieves better AUCPR than using the domain score within Fisher’s method.
However, for the filter-based approach we need to choose a p-value threshold.
Within this work we set it as 0.001.

The idea to combine two or more tools is not new. It has been applied in
the context of de movo motif discovery tools or methods that link motifs to
TFs based on TF-associated sequences, e.g., MotifViz (Fu et al., 2004), com-
pleteMOTIFs (Kuttippurathu et al., 2010) or MEME-ChIP (Ma et al., 2014).
Nevertheless, none of these approaches combine the results of multiple tools in
a statistical analysis.

Clearly, the results are depending on the tools used. CentriMo, for instance,
uses flanking regions around the peaks to simulate a background distribution.
Choosing too narrow peaks leads to worse results since the background is not
represented reasonably, as we observed for the sequence length 100 bp and 300
bp. In contrast, PASTAA uses TRAP (Roider et al., 2007) to estimate a TF
binding affinity for all sites in each sequence. The longer the sequences, the
more sites are incorporated, which may lead to a less accurate affinity com-
putation. As we have shown in our evaluation, longer sequences decrease the
number of correctly linked motifs.

Whether de novo or known motifs should be used, is not entirely clear, since
both options have advantages and disadvantages. Using known motifs is fast
and leads to more reliable results, however, no new motifs can be identified.
Hence, it might be a problem if the motif of the studied TF is not similar to the
set of known input motifs. As a solution, one can predict de novo motifs and
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use them as input motif set. In our evaluation for roughly 50 of the datasets
we were not able to identify significant de novo motifs. Further, the identified
de novo motifs might include motifs of co-factors of the studied TF, motifs de-
rived from repetitive sequences and, depending on the quality of the data and
characteristics of the studied TF, it might not be possible to identify the true
motif by the de novo discovery algorithm. Using the domain score as filter, we
might be able to exclude most of the motifs identified by side effects. However,
for one-third of the remaining datasets all predicted motifs were excluded by
the filtering. Thus, with de novo predicted motifs only for a fraction of the 102
TF we managed to predict a candidate motif.

Refining the DBD collection might be a possibility to improve the predictions
of our method. Large DBDs like Homeo domain factors or C2H2 zinc finger
factors could be split into multiple smaller ones by using for instance the TF
familiy information instead of the TF class. As outlined in the evaluation,
we observed the tendency that DBDs with less motifs have the potential for
a higher improvement than DBDs with more motifs (see Figure 3.5B). We
decided against further refining the DBD collection, since it might become dif-
ficult for the user to provide the DBD of the studied TF.

To sum up, we presented that a commonly available and easy to access infor-
mation of the TF, namely the DBD can be used as additional information to
significantly improve the performance of tools that link motifs to TFs based on
TF-associated sequences. The source code of method MASSIF is freely available
online at https://github.com/SchulzLab/MASSIF.


https://github.com/SchulzLab/MASSIF

Chapter

Webserver for the categorization
of human regulatory elements

In this chapter the EPIREGIO webserver, a resource of regulatory elements
(REMs) associated to target genes is introduced. Further, two applications of
EPIREGIO are presented based on collaborations with the labs of Kathi Zarnack
and Stefanie Dimmeler, as well as the lab of Manuel Kaulich.

4.1 EPIREGIO: Analysis and retrieval of regulatory el-
ements linked to genes

Our EPIREGIO webserver is published as part of Nucleic Acids Researchs’ web-
server issue with the title EPIREGIO: Analysis and retrieval of regulatory el-
ements linked to genes. Parts of the text and figures are similar as in our
publication. Additional to the webserver (https://epiregio.de), we provide a
detailed documentation available at: https://epiregiodb.readthedocs
.do/en/latest/. The work was done in a close cooperation between Dennis
Hecker (D.H), Sivarajan Karunanithi (S.K) and myself, thus we also share the
first authorship of the publication. Below a list is provided, giving the contri-
butions of all authors of our EPIREGIO paper:

e« REST API access, computing model score, DNasel signal and cell type
and tissue score, create mySQL database and import data: myself

o Parsing STITCHIT results in suitable .csv format: S.K and myself

e Documentation and figures: S.K, D.H and myself
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e Define queries, decisions of the general functionality, defining the model
and cell type or tissue score and testing the website: S. K, D.H, Marcel
H. Schulz (M.H.S) and myself

e mySQL database schema: D.H, S.K, M.H.S, Markus List (M.L) and
myself

o Data collection and STITCHIT analyses: Florian Schmidt (F.S)

¢ General advice regarding Django, mySQL and webserver setup: M.L

e Django web interface and query processing: D.H

e Setting up technical details to allow the public access of EPIREGIO: S.K

o Writing the paper and proofreading: all authors

4.1.1 Related publicly available databases that contain regulatory
elements

Regulatory elements (REMs) are non-coding genomic regions, like enhancers
or promoters, that harbor TF binding sites and thereby regulate gene expres-
sion. Additionally, enhancers can be transcribed resulting in enhancer RNA
(eRNA) (Mikhaylichenko et al., 2018). More details about REMs are provided
in Section 2.1.7.

The identification of REMs is not straightforward, and there is no method
available yet that determines them with absolute certainty. Various kinds of
epigenetic measurements are utilized in several combinations to predict REMs,
leading to a diverse set of annotation approaches (Creyghton et al., 2010; He
et al., 2010; Li et al., 2012; Arnold et al., 2013). Hence, there are also a num-
ber of publicly available websites providing REMs. For instance the VISTA
Enhancer Browser contains experimentally validated cell type-specific REMs
tested in wvivo in transgenic mice. The investigated REMs are selected based
on the conservation of the REM in other species or based on ChIP-seq data.
The database is continuously extended, however, the number of interactions is
still limited because of the time-consuming validation (Visel et al., 2007).

A database containing REMs based on human data is the FANTOM5 Human
Enhancers atlas (Andersson et al., 2014), which detects cell type or tissue spe-
cific REMs based on Cap Analysis of Gene Expression (CAGE) data generated
within the FANTOMS5 project. Also, HACER (Wang et al., 2018a) an atlas of
human REMs incorporates CAGE data from FANTOMS5, but also GRO/PRO-
seq data, which is more sensitive to unstable eRNA than the CAGE technique.
The presence of eRNAs is a clear indicator for enhancers, however, REMs that
are not transcribed can not be detected with these techniques.

As a result, there are databases available that incorporate data from more
than one experimental assay. An example is REAdb (Cai et al., 2019) that
holds REMs identified based on self-transcribing active regulatory region se-
quencing (STARR-seq) and massively parallel reporter assay (MPRA) for six
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human cell lines. Further, GeneHancer (Fishilevich et al., 2017) combines
four different REM databases and aims to reduce redundancy within the data.
The EnhancerAtlas might be the database including the highest number of ex-
perimental methods. Applying an unsupervised learning approach, consensus
enhancers are identified based on 12 different data types.

To understand the regulatory function of a REM one needs to know not only
the REM location, but also the associated target gene. One possibility is to
link REMs to their nearby gene. For instance, Vista Enhancer Browser offers
the functionality to report REMs within a defined window up- and downstream
of a candidate gene without taking into account any additional information.
RAFEdb provides REMs localized in the promoter regions of the gene of inter-
est. However, REMs can be far away from their target genes and still interact
with the promoter region by forming loop structures (Sanyal et al., 2012; Jeong
et al., 2008). Therefore, all other resources mentioned above link the REMs
to genes with different approaches considering additional genetic information.
For instance, the FANTOMS5 Human Enhancers atlas associates REMs to genes
computing a pairwise expression correlation between the REMs eRNA and the
promoters of candidate genes. HACER uses the associations from different
chromosome conformation capture techniques and experimentally validated in-
teractions to link the identified REMs to genes. The GeneHancer database de-
termines a score for the REM-gene interactions by combining Hi-C data with
eQTLs and co-expression correlation of enhancers and genes. EAGLE (Gao
and Qian, 2019a) is a method that determines REM-gene interactions based
on six genomic features, and is used to link the REMs in the EnhancerAtlas to
genes.

Further, there are databases which are more focused on the impact of REMs in
human diseases and their potential disease-related target genes (Wang et al.,
2017; Zhang et al., 2017).

4.1.2 Using STITCHIT to generate data hosted by EPIREGIO

EPIRECGIO utilizes regulatory elements predicted by STITCHIT (Schmidt et al.,
2021), an algorithm mainly developed by Florian Schmidt and Alexander Marx
summarized in Section 2.2.6. In comparison to the methods mentioned above
which usually first determine the REMs and in a second step associate them
to target genes, STITCHIT performs the identification of the REMs and the
linking simultaneously and thereby avoids peak calling.

We applied STITCHIT to human paired DNasel-seq and RNA-seq data on
110 samples taken from the Roadmap consortium (Kundaje et al., 2015) and
56 samples from the Blueprint consortium (Stunnenberg et al., 2016) (see also
Section 2.1.8). The Roadmap data consists of a variety of cell types and tis-
sues, while the Blueprint data is mainly derived from primary cell types and
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disease associated samples of the haematopoietic system. We uniformly prepro-
cessed the data, adjusted the DNasel-seq data for sequence depth and quanti-
fied the gene expression in TPM (see Section 2.2.2). For each annotated gene
STITCHIT learned a separate model to identify the REMs based on a user-
defined region around the gene. To identify even distal REMs, we predicted
them within a window of 100,000 bp upstream of the gene’s T'SS, the entire
gene body and 100,000 bp downstream of the gene’s transcription termination
site (TTS). STITCHIT learns a model per gene for each dataset. Thus, it
can happen that for a gene REMs are predicted from both the training on the
Roadmap data, as well as from the Blueprint data. In such cases we decided
to take the predicted REMs only from the Roadmap consortium since the data
is more diverse and resulted in a higher prediction performance.

As a result, 2,404,861 REMs associated to 35,379 protein-coding and non-
protein coding genes, with an average length of 229 bp (+/- 235 bp) were
identified. These REMs and associated target genes form the basis of the
EPIREGIO webserver. For each REM the regression coefficient and the p-value
of the OLS model is provided, which we utilize within EPIREGIO.

4.1.3 The EPIREGIO webserver

Our EPIREGIO webserver holds the REMs and their associated target genes,
annotated using STITCHIT for 33 tissues and cell types from the Roadmap
consortium and for 13 cell types from the Blueprint consortium. Three different
queries are possible: (1) The Gene Query to determine the associated REMs
for given genes, (2) the Region Query to extract REMs within a genomic region
and (3) the REM Query to identify to which gene a specific REM is linked to.
The result for each query is provided in an interactive table. An overview is
visualized in Figure 4.1.

4.1.4 The three types of queries and their required input

Given one or several Ensembl IDs or gene names, EPIREGIO’s Gene Query
returns a list of all REMs linked to the considered genes. The Region Query
takes genomic regions in the format chr:start-end and returns all REMs which
overlap. The REM Query addresses users who are already familiar with our
database. For each given REM ID, the linked target genes are returned.

The input to each query can either be typed into our web interface or for
large analyses uploaded as .csv or .tat file. In case of the Region Query a .bed
file is additionally accepted. For each query it is possible to provide a list of
celltypes or tissues of interest. When doing so, the user retrieves information
about the REMs’ contribution to the target genes’ regulation and the activity
of the identified REMs for the given cell types or tissues. The activity and the
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Figure 4.1: Overview of the structure of EpiRegio. (A) Human paired DNasel-seq
and RNA-seq data from the Blueprint and Roadmap consortium were used as input to
STITCHIT, which predicts REMs and their linked target genes. (B) Our EPIRECIO
database handles three types of queries. The user can either (1) identify REMs for a
given gene, (2) check which REMs fall within a genomic region and (3) look up REMs
based on their ID. (C) The query result is an interactive table containing various kind of
information, which are explained in detail in Section 4.1.5.

contribution on the genes’ regulation are represented as scores. One can specify
thresholds on these scores such that only REMs exceeding them are returned.

4.1.5 Output of the interactive result table

The result of each EPIREGIO query is an interactive table holding the infor-
mation of the associated genes. In Figure 4.2 an example is illustrated. In
the following the information given in the table for each REM are explained in
detail.

Gene ID, REM ID and genomic location

Each row in the result table gives the Gene ID and the corresponding Gene
symbol based on GRCh38.p10. Each REM is associated to a unique REM ID.
Even if two REMs have the identical genomic location linked to different genes,
the REM ID is a different one. Further, the genomic position of a REM is given
in the columns Chr, REM start and REM end.
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Results based on your query for the genes: DBR1
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Figure 4.2: Exemplary result table of a Gene Query. The first few rows of the result
table of the Gene Query for the gene DBR1 are shown.

REMs’ predicted function and impact on regulation

Based on the regression coefficient STITCHIT provides, we can conclude how
the REM is affecting the target gene’s expression. A positive regression coef-
ficient is associated to an activating effect of the REM, whereas a REM with
a negative coeflicient is assumed to have a repressive function on the target
gene’s expression. In the column Predicted function the effect of a REM is
denoted by either activating or repressing.

The Model score of a REM is derived from the p-value of the regression co-
efficient provided by the STITCHIT model, describing the significance of the
contribution of a REM for the target gene’s expression. We took the absolute
binary logarithm of the p-values of all REMs associated to a given target gene.
To allow a better interpretation of the Model score, we normalized it between
[0, 1] by dividing by the highest observed value for all REMs linked to the con-
sidered target gene. The Model score can be used to interpret how important a
REM is in relation to all other REMs of the target gene. The higher the score,
the higher the impact on the expression of the target gene. This score can be
used to rank the scores, but not in a cell type or tissue specific manner.

Cluster of REMs (CREM)

The STITCHIT model is applied to each gene separately, resulting in a sepa-
rate set of REMs for each gene. Due to the gene-specific segmentation, REMs
associated to different genes can overlap each other. To allow the investiga-
tion of regions with high regulatory potential across multiple genes, we provide
Cluster of REMs (CREMs). CREMs are defined as regions consisting of over-
lapping or adjacent REMs and have a unique ID. The column Cluster of REM
(CREM) ID either holds this ID if the current REM is part of a CREM or
the term No CREM if the REM is not overlapping or adjacent to another
REM. Further, the number of REMs within a CREM is given in the column
Number of REMs in a CREM. By clicking on the CREM ID, one is redirected
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to a table containing all REMs and their associated genes of the current CREM.

Optional cell type or tissue specific output

For each selected cell type or tissue, two additional columns are included in the
result table: the Cell type or tissue score and the Cell type or tissue DNasel
signal. where Cell type or tissue is replaced by the given cell type or tissue.
So, if the tissue heart is selected, the columns are denoted as Heart score and
Heart DNasel signal.

To estimate the REMs’ contribution to the target gene’s regulation in a given
cell type or tissue, we define a Cell type or tissue score. This normalized score
in the range [—1, 1] represents the relative contribution of a REM r to its target
gene expression in a cell type or tissue c¢:

Br - DNasel-signal, .
> |Br, - DNasel-signal,. .|’
7 €ER
B, is the regression coefficient derived by the STITCHIT model, describing the
impact of a REM to its target gene’s expression in a non cell type or tissue
specific manner. The DNasel-signal of a REM for a cell type or tissue is log-
transformed and standardized for each REM over all cell types and tissues
(mean= 0, standard deviation= 1). We normalize the contribution of a REM
to its target gene (3, - DNasel-signal,. .), by dividing it by the absolute sum
of the cell type or tissue specific contributions of all REMs associated to this
target gene. Thus, R can be defined as {ry,...,7,}, where n is the number of
REMs linked to the target gene of the REM r. By design, the absolute cell type
or tissue scores of the REMs associated to a target gene sum up to 1. When
multiple samples of a cell type or tissue are available, we average the DNasel
signal.
With the cell type or tissue scores it is possible to analyze the impact of different
REMs associated to multiple genes within a cell type or tissue. In addition, one
can compare the contribution of REMs associated to a target gene between cell
types and tissues. A positive cell type or tissue score is expected to increase the
target gene expression compared to the other cell types or tissues within our
database and can be caused by the following two combinations of the regression
coefficient 3, of the studied REM and the DNasel signal:

1. B, and DNasel signal, . are > 0, then the REM can be interpreted as
active enhancer. Thus, the REM is likely to enhance the expression of
the target gene in comparison to cell types or tissues where the chromatin
is more closed.

Cell type score(r, c) := (4.1)
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2. B, and DNasel signal, . are < 0, then the REMs are expected to function
in a repressive manner, however, the chromatin is rather closed. This
means the RM can not exert it’s repressive effect which potentially leads
to a higher gene expression.

On the other side, a negative score is predicted to have a decreasing effect on
the target gene’s expression compared to other cell types or tissues. A negative
score can be observed in the two following ways:

1. B, <0 and DNasel signal,. . > 0, then the target gene’s expression is de-
creased in comparison to other cell types or tissues within our database.
Thus, such a REM can be interpreted as an active repressor.

2. By > 0 and DNasel signal, . < 0, then the REM can be interpreted as
an inactive activator. As a consequence, the gene expression is decreased
in comparison to other cell types or tissues within EPIREGIO.

The Cell type or tissue DNasel signal provided in our result table is denoted
as average logs(DNasel-signal) of all samples of a cell type or tissue consid-
ered from the Blueprint and Roadmap database. It describes how accessible
the chromatin of a REM is and therefore how active the REM might be. The
DNasel signal is normalized for the sequence depth and can be compared be-
tween different cell types or tissues.

4.1.6 Systematic access to EPIREGIO via a REST API

In addition to the possibility to query EPIREGIO via our web interface we
provide a REST API based on Django’s REST framework to allow a more
systematic access to our data and to incorporate EPIREGIO in pipelines and
workflows. It can either be accessed in the browser or via a program that allows
to make HTTPS requests, like the easy-to-use Python package request.

Our REST API allows three queries denoted as GeneQuery, RegionQuery and
REMQuery providing similar results as the corresponding queries of the web
interface. Additionally, we provide a query to retrieve all REMs within a CREM
(CREMQuery), and a query to get detailed information of a gene (Genelnfo),
like the genomic position, the gene symbol or the strand. All these queries
follow the same syntax rules:

https://epiregio.de/REST API/<query>/<optionalParamter>/<input>/

, where query can be GeneQuery, RegionQuery, REMQuery, CREMQuery or
Genelnfo. Some queries take additional parameters, and as input the genes,
REMs, CREMs or regions of interest should be given, separated by a under-
score. The result is provided in JSON format. To retrieve the REMs within
the CREM CREMO0000002 the following HT'TPS request is used:
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Crem Query aer -

lists per input CREM ID (e.g. CREM0192593) all associated REMs seperatly

GET /REST_API/CREMQuery/CREM0000002/

HTTP 200 OK

Allow: GET, OPTIONS
Content-Type: application/json
Vary: Accept

[
{

"CREMID": "CREM0000002",

“chr': “chr1",
“start": 20000,
“end": 21999,
“REMsPerCREM": "2",
“REMID": "REM00000O6",
"linkedGene": "ENSG00000227232",
"REM_Start": 20000,
"REM_End": 21999,
"REM_RegressionCoefficient": 0.104237,
“REM_Pvalue": 0.278238,
“REM_normModelScore": 0.255182,
“version": 1

"CREMID": "CREM000002",
"chr": “ch

“REMsPerCREM": "2",
“REMID": "REM00000O7",
“linkedGene": "ENSG00000237613",
"REM_Start": 20000,
“REM_End": 21999,
"REM_RegressionCoefficient": -0.213197,
"REM_Pvalue": 0.103237,
“REM_normModelScore": 0.300723,
“version": 1

¥
1

Figure 4.3: Example output of EpiRegio’s REST APl for a CREMQuery. The
resulting output of the CREMQuery for the CREM CREMO0000002 based on Djangos
REST framework is shown.

https://epiregio.de/REST_API/CREMJuery/CREM0000002/ .

The resulting output is depicted in Figure 4.3. Examples for all possible query
types as well as an example how to programmatically assess our REST API
via Python are outlined in Appendix A.2.1.

4.1.7 System setup and structure of the database

The EPIREGIO webserver was developed using the Python-based web frame-
work Django (version 2.2.10, Python 3.7), where we created the result tables
with the jQuery (version 1.19.1) library DataTables (version 1.10.20). The
REST API is based on Djangos REST framework. Public access is provided by
the Nginx (version 1.17.9) proxy service with Gunicorn (version 20.0.0) as the
gateway interface. The source code is accessible at https://github.com/Team
Regio/EpiRegioDB. The data hosted by our EPIREGIO webserver is stored
as a MySQL (v 8.0.19) database and publicly available at ZENODO (see
https://doi.


https://epiregio.de/REST_API/CREMQuery/CREM0000002/
https://github.com/TeamRegio/EpiRegioDB
https://github.com/TeamRegio/EpiRegioDB
https://doi.org/10.5281/zenodo.3750929 
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org/10.5281/zenodo.3750929) (see also Appendix Section A.5.1). By provid-
ing our code as open-source and the data of EPIREGIO as freely available, we
ensure reproducibility.

4.2 Application: Computational prediction of CRISPR-
impaired non-coding regulatory regions

In a cooperation with the lab of Manuel Kaulich, we analyzed CRISPR-induced
mutations in the non-coding genome and developed an analysis protocol to
identify target genes and to perform functional analyses based on the identified
REMs. The work is published as part of the issue Bioinformatics in theory
and application of Biological Chemistry with the title Computational predic-
tion of CRISPR-impaired non-coding requlatory regions (Baumgarten et al.,
2021). Parts of the text and figures are taken from the publication or similar
to it. The first authorship is shared between Florian Schmidt and myself. The
contributions of all authors of the paper is as follows:
o Computational analyses for the identification of CRISPR impaired REMs
and the functional analyses, figures: myself
e Developing analysis protocol, literature search and writing the text of
the paper: Marcel H. Schulz (M.H.S) and myself
o General advice regarding CRISPR technology, text sections of CRISPR
technique, their screen and parts of the introduction, providing of the
non-coding gRNAs: Martin Wegner, Marie Hebel and Manuel Kaulich
¢ Data collection, STITCHIT analyses and background sampling: Florian
Schmidt (F.S)
e Proofreading: all authors
When we started working on this paper, the EPIREGIO webserver was not set
up. Therefore, we took the REM-gene interactions directly from the STITCHIT
publication. In comparison to EPIREGIO’s webserver, we considered all result-
ing models from the Roadmap and the Blueprint data, so it could be that for
some genes the REMs of more than one model are included.

4.2.1 Overview of our analysis protocol and the used
genome-wide CRISPR-Cas9 screen

Within this work, we propose an analysis protocol to associate non-coding tar-
get sites of a CRISPR screen to candidate target genes. Given the target regions
of gRNAs, our analysis protocol identifies affected REMs, which are active in
the studied cell type, and their associated candidate target genes. In a first
step, we intersect the binding sites of the gRNAs with the REMs determined
with the STITCHIT algorithm to identify the genomically modified REMs.


https://doi.org/10.5281/zenodo.3750929 
https://doi.org/10.5281/zenodo.3750929 
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Required input: Step 1: CRISPR-impaired REMs Step 2: Functional analyses of the selected REMs
o gRNA target sites o identify genomically modified REMs o TF motif enrichment
o d_etect active REMS using ep{igenomic age TFs. envichment

o Epigenomic signal signal L/::mﬂﬁ::dkté;mmlca"v —_ o 125

e.g. DNasel-seq I — REMs 2 TFs 24
o regulatory elements o protein-protein /C /@

(REMs) with target — DNA epigenomic signal 3 REM association network \e oy

genes (STITCHIT) > gene /o ERNA target site of target genes <

Figure 4.4: Overview of our analysis protocol. As input the gRNA target sites of a
CRISPR screen, cell type-specific open chromatin data and REM-gene interactions are
expected. Step 1: gRNA target sites are intersected with a catalog of REM-gene interac-
tions and peak regions of epigenomic measurements of open chromatin (e.g. DNasel-seq,
H3K4me3). Step 2: functional analyses of the associated REMs and target genes. A TF
motif enrichment in REMs is performed and a protein-protein interaction network of the
target genes is computed.

Further, cell type-specific epigenomic data for open chromatin, like DNasel-
seq or histone modifications associated with active transcription e.g. H3K27ac
or H3K4me3 is utilized. Only genomically modified REMs overlapping with
open chromatin of the studied cell type are considered in further analyses. An
overview is shown in Figure 4.4.

Within this work, we utilized a CRISPR-Cas9 screen in human telomerase-
immortalized retinal pigmented epithelial (WTERT-RPEL) cells from Wegner et
al. (Wegner et al., 2019). The aim was to detect mutations that cause a
chemotherapy resistance. The authors generated a truly genome wide (TGW)
CRISPR library to target coding as well as non-coding regions of the human
genome. The hTERT-RPEL1 cells were induced with lentiviruses in such a way
that per cell only one lentiviral integration event took place (multiplicity of
infection of 1). Thereafter, the cells were treated with doxorubicin for 3 weeks.
The surviving and presumably resistant cells were sequenced to detect the en-
riched gRNAs, which were then mapped onto the human reference genome
to identify the modified regions. To ensure the quality of the gRNAs, the
experiment was repeated with a new validation library only containing the en-
riched gRNAs. 795 gRNAs were re-identified and showed a high enrichment to
doxorubicin treatment in comparison to controls not treated with doxorubicin.
Several of the gRNAs affect protein coding regions, for which the authors could
show that they are most likely linked to doxorubicin resistance.

4.2.2 Identification of REMs and TFs that mediate chemo-resistance
in hTERT-RPE1 cells

To illustrate our analysis protocol on a realistic application, we utilized 332
non-coding target sites of 226 gRNAs identified within the CRISPR screen
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from Wegner et al. (2019) in hTERT-RPEL1 cells. In order to identify genomi-
cally modified REMs and their target genes, we first extended the target sites to
200 bp long regions such that the target site is centered in the middle. Next, we
intersected these regions with 3,900, 708 REMs predicted by STITCHIT based
on data from Blueprint, Roadmap and ENCODE (The ENCODE Project Con-
sortium, 2012). The epigenetic data used to predict the REM-gene interactions
was neither from h"TERT-RPEL1 cells nor from RPE-1 cells.

219 REMs linked to 190 different genes were identified to overlap with a non-
coding gRNA. In order to verify that we did not observe the overlap by chance,
we shuffled the positions of the target sites randomly within the genome and
counted how many of these regions intersect with our REMs. After repeat-
ing this 100 times, we observed on average 72.07 REMs overlapping for the
Blueprint consortium, 83.87 for Roadmap and 25.45 for ENCODE. We ob-
served a significant enrichment for the overlap of the true gRNAs for Blueprint
(89/72.07, p-value < 2.2e — 16), Roadmap (90/83.87, p-value 1.638¢ — 06) and
ENCODE (40/25.45, p-value < 2.2e — 16) compared to the randomly sampled
regions (two sided t-test).

While STITCHIT infers the REMs based on a broad variety of cell types and
tissues, the exact cell type we are working on is not included. Thus, to en-
sure that we only consider REMs active in h"TERT-RPEL cells, we utilized
open chromatin regions from DNasel-seq and H3K4me3 ChIP-seq data for
hum PRE-1 cells downloaded from ENCODE. In Table 4.1 the 13 identified
gRNAs target sites overlapping active REMs associated to 35 different target
genes are shown. We noticed that several gRNA target sites intersect with
multiple REMs linked to multiple genes. Thus, we conclude that these genes,
which might be affected by changes in gene regulation induced by the geneti-
cally modified REMs, may be strong candidates to play a role in doxorubicin
chemoresistance.

To provide evidence that our identified candidate genes are involved in chemore-
sistance, we conducted a detailed literature survey. We aimed to find previ-
ously published studies that link our candidate genes to chemoresistance against
doxorubicin or other cancer drugs as well as to cancer growth, that might be
involved in establishing chemoresitance. We were able to provide literature
evidence for at least one candidate gene for 8 out of 13 gRNAs. In the Ap-
pendix A.2.3 the findings are explained in detail grouped according to the genes
predicted to be affected by the same gRNA.

Since many genes from Table 4.1 are associated with chemoresistance, we ana-
lyzed if they form function modules within the cell. Thus, we used the STRING
database (Szklarczyk et al., 2020) to compute a customized protein-protein as-
sociation network for the 35 candidate target genes. Additionally, we used the
functionality of the STRING database to automatically include 10 proteins
which are highly connected to the candidate genes (see Appendix Figure 1).



it The EPIREGIO webserver

We found that the genes DOC2A, TMEM219, GDPD3 and TBX6 form an
association module. These four genes lie within a region of 600 kb, which
is connected to different forms of human diseases depending on whether the

region was deleted or duplicated (Zheng et al., 2014; Arbogast et al., 2016).

chr gRNA coordinate gene(s) associated

1 40,036,652 CAP1, PPT1, AL663070.1

10 103,282,011 NT5C2 (Dieck and Ferrando, 2019)

10 3,197,670 PFKP (Shen et al., 2020)

10 73,358,465 CFAP70, RPL26P6, ANXAT7 (Liu
et al., 2020; Gao et al., 2020), RNUG6-
833P

13 87,671,102 SLITRK5

16 30,021,011 TMEM219 (Cai et al, 2020),
DOC2A (Indermaur et al., 2010),
TBX6, GDPD3 (Baras et al., 2015;
Indermaur et al., 2010)

17 98,404,283 AC002094.1, KRT18P55, SEBOX,
TMEM199 (Buckley et al., 2019)

17 42,423,866 MIR5010

17 81,635,498 MRPL12, SLC25A10 (Rochette
et al., 2020; Wang et al, 2020),
AC137896.1, HGS, TSPANI10,
AC139530.3, CCDC137

20 45,993,823 NCOA5 (Sun et al, 2017),
MMP9 (Spallarossa et al., 2006),
PCIF1

22 24,063,890 AC253536.3

4 139,651,636 AC112236.2, H3P16, MGST2 (Dvash
et al., 2015)

8 120,445,481 MTBP, COL14A1

Table 4.1: Candidate doxorubicin chemoresistance genes. All gRNAs that overlap
active regulatory regions and their associated target genes are listed. In bold the genes
are marked which have been reported in the literature to be linked to chemoresistance or
cancer growth.
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To further gain confidence in our findings, we performed a functional inter-
pretation and annotation of the 35 candidate genes utilizing the David work-
flow (Jiao et al., 2012). Using their functional annotation clustering functional-
ity, 10 genes (SLITRK5, CAP1, DOC2A, GDPD3, HGS, MGST2, SLC25A10,
TSPAN10, TMEM199 and TMEM219) were identified to be associated with
membrane. Membrane transporters are known to be involved in the devel-
opment of chemoresistance. An example is the ABC membrane transporter
which can pump diverse cancer drugs out of the cells leading to a chemoresis-
tance (Choi, 2005).

In order to identify TFs which might be involved in the regulatory process of
doxorubicin resistance, we applied a TF motif enrichment analysis based on the
active, genomically modified REMs. The analysis was performed using PAS-
TAA (see Section 2.2.4). As input we provided the 45 active REMs affected
by the gRNA target sites and 515 human TF binding motifs downloaded from
the JASPAR database. In addition, a ranking of the REMs is required. Thus,
we sorted the REMs in descending order based on their maximal epigenetic
signal either from DNasel-seq data or the H3K4me3 ChIP-seq. Since 45 se-
quences are rather little to discriminate enriched TF binding sites and to get
a reliable result with PASTAA, we added 3 times more randomly selected ac-
tive REMs in RPE1 cells not affected by a gRNA. We sorted the background
REMs in ascending order based on their epigenetic signal, and added them
to the bottom of the ranking of the active and genomically modified REMs.
The motif enrichment analysis was repeated 100 times, where for each run a
different background set was utilized. The 20 most enriched TFs are shown in
Table 4.2, out of which some were already shown to be associated to chemore-
sistance (marked in bold). In the Appendix A.2.5 we outline the TFs for which
we found literature evidence.

We conclude, that our analysis protocol identified several interesting candidate
genes and TFs which might be worth investigating in order to better understand
the doxorubicin resistance in h"TERT-RPE1 cells.

4.2.3 Analyses of further CRISPR-Cas screens also highlight tar-
get genes with literature evidence

In addition, we analyzed two CRISPR-Cas screens from Klann et al. (2017).
These screens are focused screens that identify gRNA target sites associated
to a significant gene expression change of the genes of interest. We chose them
because of the lack of further suitable genome wide screens.

Since the analysis is similar as for the previous CRISPR-Cas screen, the details
can be found in Appendix A.2.6. We were able to provide literature evidence
supporting the usefulness of our analysis protocol for these focused screens as
well.
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rank TF FDR

1 AP-1 (Wang et al., 2018b) 3.83e-05
2 NR2C2 (Hu et al., 2019) 8.14¢-05
3 CREB3L4 0.00015
4 HAND2 0.00016
5 ATF3 (Nobori et al., 2002; Park et al., 2012) 0.00017
6 ATF7 (Walczynski et al., 2013) 0.00018
7 MYBL1 0.00035
8 E2F8 0.00038
9 ATF2 (Walczynski et al., 2013) 0.00039
10 NR2F1 0.00059
11 RARA 0.00062
12 NR3C1 0.00062
13 DBP 0.00079
14 NR2F2 (Wang et al., 2016) 0.00084
15 NR2C1 0.00090
16 GMEB2 0.001
17 THRB 0.001
18 SREBF2 (Wang et al., 2019) 0.0012
19 RUNXS3 (Zheng et al., 2013) 0.0013
20 SREBF1 (Wang et al., 2019) 0.0013

Table 4.2: Result of the TF enrichment analysis. TF binding in genomically modified
active REMs was analyzed in comparison to random sets of active REMs in the same
cells. The ranked TF names and their FDR corrected enrichment p-values are shown. In
bold marked are the TFs which have been reported to be linked to chemoresistance.

4.2.4 Conclusion

To conclude, we introduced a cell type-specific analysis protocol that allows to
identify potential target genes of CRISPR-induced modifications in the non-
coding genome. We utilized the predicted REM-gene interactions of STITCHIT.
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The analysis is also possible with EPIREGIO’s Region Query. Based on EPIRE-
GIO’s cell type and tissue signal one can directly retrieve active REMs from the
webserver. In addition, we outlined easy to apply downstream analyses based
on the identified REMs like the TF motif enrichment analysis.

For the genome-wide CRISPR screen we provide literature evidence that the
identified target genes and TFs are known to be linked to doxorubicin resis-
tance, chemoresistance or cell growth in cancer cells. Our analysis protocol
based on epigenetic data might be helpful to point to novel target genes and
identify TF that regulate those genes for different CRISPR screens and various
cell types.

4.3 Application: Circular RNA circPLOD2 regulates
pericyte function by targeting the transcription fac-
tor KLF4

The following work is a cooperation with the labs of Kathi Zarnack and Stephanie
Dimmeler. Our contribution was to point to the TF KLF4 which leads to
circPLOD2-mediated expression changes. For that, we used EPIREGIO’s Gene
Query followed by a TF motif enrichment analysis. On EPIREGIO’s GitHub
repository we provide a computational workflow for this analysis. A similar
analysis is also outlined in our EPIREGIO documentation.

The paper Circular RNA circPLOD2 regulates pericyte function by targeting
the transcription factor KLF} is available as preprint on bioRxiv (Glaser et al.,
2022). Parts of the following sections include the figures and text to which we
contribute in this paper. In the following, the contribution of all authors with
the focus on the bioinformatics analyses is listed:

o Identification of REMs associated to DEGs, TF motif enrichment anal-
ysis, and deeptools analysis: myself

o discussion and design of our bioinformatics analyses: Marcel H. Schulz
(M.H.S) and myself

o Design of experiments: Christopher Zehendner (C.Z), Simone Franziska
Glaser (S.F.G) and Stefanie Dimmeler (S.D)

o All experiments were done by S.F.G and Marius Klangwart (M.K)

¢« RNA-sequencing was performed by Stefan Giinther

¢ Quantification of circRNAs, RNA-seq and DEGs analysis on circPLOD2
depleted and control pericytes: David John (D.J), Andre Brezski (A.B)
and Kathi Zarnack (K.Z)

e miRNA analysis: Ranjan Kumar Maji (R.K.M)

e Writing the paper: S.F.G, S.D. A.B, K.Z, R. K.M, M.H.S and myself,

e Proofreading: all authors


https://github.com/TeamRegio/ApplicationScenarioExamples/tree/master/PASTAA_Fimo_analysis
https://github.com/TeamRegio/ApplicationScenarioExamples/tree/master/PASTAA_Fimo_analysis
https://www.biorxiv.org/content/10.1101/2022.12.04.519017v1.full.pdf+html
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The following part is divided in two sections: The first section summarizes
the findings that motivated us to analyze which TFs might be involved in
the circPLOD2-mediated expression changes. The second section outlines our
analysis in detail.

4.3.1 Identification of circPLOD2 under hypoxia conditions in hu-
man pericytes

In this study we aimed to characterize the expression and also the regulation of
circular RNAs (circRNAs) in human vascular pericytes under hypoxia. Hypoxia
mimics the dropping oxygen supply taking place during myocardial infarction.
CircRNAs are a class of RNAs, usually translated from protein-coding genes,
that form a closed circle via a backsplicing process (Memczak et al., 2013; Jeck
et al., 2012; Salzman et al., 2012). Both transcripts, the linear protein-coding
one and the circular one can be detected within a cell. CircRNAs often behave
like non-coding RNAs, and can fulfill various of functions in different tissues or
cell types (reviewed in Qu et al. (2015b)).

Based on previously published RNA-seq data of human brain vascular peri-
cytes exposed to reduced oxygen supply (Bischoff et al., 2017), circPLOD2 was
identified as most strongly upregulated among other circRNAs. Thus, we de-
cided to study circPLOD2 further. Within the lab, we were able to confirm
that the depletion of circPLOD2 affects pericyte functions in various ways,
e.g. cell motility, endothelial-pericyte crosstalk via paracrine signaling and
the stimulation of endothelial tube formation. To better understand the gene
expression changes induced by circPLOD2 depletion, we performed RNA-seq
of circPLOD2 depleted and control pericytes. A differential genes expression
analysis resulted in 2,510 differentially expressed genes. Within a functional
enrichment analysis of the DEGs various cell cycle processes were enriched,
confirming the previous findings observed in circPLOD2 depleted pericytes. In
order to explain the gene expression changes, we investigated the role of miR-
NAs. However, we did not find an increased density of miRNA target sites nor
a miRNA enrichment. Therefore, we conclude that circPLOD2 is most likely
not regulated by miRNAs.

4.3.2 Changes in gene expression are mediated via regulation of
the TF KLF4

To identify TFs involved in the gene expression changes observed for circPLOD2
depleted pericytes, we computed a motif enrichment analysis on REMs linked
to DEGs. To point to a specific TF, we visualized the number of binding sites
of the enriched TFs in a heatmap.

In a first step, we utilized EPIREGIO’s Gene Query to collect REMs associated
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Figure 4.5: ldentification of candidate TFs involved in regulating DEGs. (A) The
heatmap visualizes the number of predicted TF binding sites per REM (y-axis) for 95
significant enriched TFs (x-axis) with the color indicating the number of binding sites (the
lighter the more predicted binding sites). (B) An average profile (top) and a heatmap
show the chromatin accessibility of REMs with a KLF4 binding site within a 4 kb window
centered at the middle of the REMs (bottom).

to the top 1000 DEGs sorted according to their adjusted p-value. Since the
studied cell type was not included in EPIREGIO, we could not directly use the
cell type or tissue DNasel signal to filter for active REMs. Instead, we down-
loaded DNasel signal of human brain pericyte from ENCODE and computed
their activity with STITCHIT’s REMSelect functionality. We excluded those
REMs not active in the studied cell type (mean DNasel signal < 0.1), resulting
in 16,901 REMs. Using PASTAA (see Section 2.2.4), we computed a motif
enrichment using 292 motifs of expressed TFs (TPM > 1) in pericytes. As
input sequences we used the active REMs sorted in descending order according
to their DNasel signal. The analysis resulted in 95 significantly enriched TFs
(adjusted p-value < 0.01) (see Appendix A.2.7).

To further decrease the number of TFs and to point to candidate TFs that
might have the largest effects on the differentially expressed genes, we counted
the number of predicted binding sites for each significantly enriched TF over
all REMs and visualized the counts in a heatmap (see Figure 4.5A). The TF
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binding sites were predicted using Fimo (see Section 2.2.3). A particularly
interesting cluster was formed by several members of the Krippel like factors
(KLF) which had many TF binding sites in a large number of REMs (Fig-
ure 4.5A upper left corner). We identified KLF4 as an interesting candidate,
since it had at least one binding site in 3, 025 active REMs associated to 767 out
of 1,000 DEGs. Additionally, KLF4 was significantly downregulated in peri-
cytes with circPLOD2 depletion. To confirm that investigating KLF4 might be
reasonable, we analyzed the chromatin status of the REMs with at least one
KLF4 binding site (see Appendix A.2.8). In Figure 4.5B one can observe the
DNasel signals of the REMs in control conditions. The open chromatin status
of the REMs supports the theory that KLF4 may play a role in the regulation
of the DEGs.

With an overexpression of KLF4 in circPLOD2 depleted pericytes, we were
able to show that the effects of a circPLOD2 depletion are prevented.

4.3.3 Conclusion

To sum up, we illustrated an application of EPIREGIO’s Gene Query with a
commonly used downstream TF inference analysis, which is usually the first
step to unravel the regulatory pathways of the DEGs in the studied conditions.
Thanks to the collaboration with the lab of Stefanie Dimmeler we were able
to showcase that the identified TF KLF4 is involved in regulating the gene
expression changes observed in circPLOD2 depleted pericytes.

4.4 Discussion

EpPIREGIO is a webserver holding about 2.4 million REM-gene interactions pre-
dicted by the unique approach of STITCHIT. The gene centric model analyzes
variations in epigenetic data in relation to gene expression across different cell
types and tissues and thereby identifies REMs and their associated target genes
simultaneously. In comparison, other approaches often define the REMs first
based on CAGE or epigenomic data and then apply varying techniques to asso-
ciate the REMs to genes (Wang et al., 2018a; Andersson et al., 2014; Fishilevich
et al., 2017).

Further, we want to mention that STITCHIT uses a linear model to retrieve
the regression coefficient. Clearly this is a simplification of how REMs regulate
their gene’s expression. The linear model assumes that the contribution of each
REM is not only independent, but also additive, which might not be true for
all of them and is under debate (Dukler et al., 2017). Nevertheless, we hope
that the score is useful for many applications.

With our EPIREGIO webserver we provide an easy-to-access tool to the com-
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munity to efficiently retrieve REMs and their linked target genes. We aim to
overcome the use of simplistic methods like linking a REM to its nearest gene.
The different ways to access our webserver are intuitive to use and allow for
various kinds of queries. Further, we provide a REST API which enables users
to access data programmatically.

We show the usefulness of EPIREGIO in two applications. We first analyzed
a CRISPR screen and associated non-coding gRNA target sites to candidate
genes. This can be done by using for instance EPIREGIO’s Region Query. Ad-
ditionally, we took epigenetic data into account to identify those genomically
modified REMs which are located in open chromatin or active enhancer regions
in RPE-1 cells. By utilizing an intensive literature search, we provided evidence
that the candidate genes associated to active and genomically modified REMs
are linked to drug resistance in cancer. As additional downstream analysis
we performed a TF motif enrichment analysis, where we pinpoint several TFs
involved in drug resistance in cancer or cancer growth according to literature.
Further, we constructed a protein-protein association network of the candidate
genes and performed a functional interpretation and annotation of these genes.
In our second analysis, we helped to identify which TFs might be involved in
regulating differentially expressed genes in circPLOD2 depleted pericytes. For
that, we used EPIREGIO’s Gene Query to collect REMs linked to DEGs. A
downstream TF motif enrichment analysis resulted in a list of candidate TFs
Additionally, we provided a heatmap visualizing the counts of predicted TF
binding sites per REM for each enriched TF, which allowed us to identify the
TF KLF4 as particularly interesting. Within the lab it was shown that KLF4 is
involved in the expression changes observed for circPLOD?2 depleted pericytes.
To sum up, we believe that EPIREGIO is a useful and accessible webserver, as
we demonstrated in the two applications outlined in detail above. Besides the
presented examples, EPIREGIO can be used for a variety of scientific questions
and serves as a source of information that is relevant in many different scenar-
ios, like understanding gene regulatory networks, identifying target regions for
experimental setups or exploring candidate genes of TFs.



Chapter

A statistical approach to identify
regulatory DNA variations

In this chapter, our statistical approach to identify regulatory Single Nucleotide
Polymorphisms (SNPs) that affect the binding sites of Transcription Factors
(TFs) is introduced. It is based on our preprint A statistical approach to identify
regulatory DNA wvariations which is publicly available on bioRxiv (Baumgarten
et al., 2023). Therefore, most of the text and the figures are taken from the
preprint. In the following, the contributions of all authors are listed

5.1

Necessary computational steps, code development, figures and writing
the paper: myself

General discussion regarding the approach, the results and the paper,
developing the ideas of the approach, finding suitable datasets to evaluate
the approach, literature search: Marcel H. Schulz and myself

Set up bioconda SNEEP package: Laura Rumpf

Evaluation of the SNEEP result for atherosclerosis GWAS, writing the
corresponding section in the text: Thorsten Kessler (data not shown
within this Chapter)

Proofreading: all authors

State of the art methods in comparison to our new
approach

Non-coding Single Nucleotide Polymorphisms (SNPs) localized in regulatory
elements, such as enhancers or promoters can lead to changes in gene expres-
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sion by modifying Transcription Factor Binding Sites (TFBS) (see Background
Section 2.1.7). Several studies reported the resulting functional consequences
(reviewed for instance in Zhang and Lupski (2015)). Therefore, methods pin-
pointing to such regulatory SNPs (rSNPs) are a topic of current interest.
Several existing methods successfully highlight rSNPs based on epigenetic in-
formation, such as open chromatin data, TF and histone ChIP-seq without
taking into account which TF might be affected (Lee et al., 2015; Kelley et al.,
2016; Amariuta et al., 2019; Chen et al., 2022).

In contrast, methods that evaluate the effect of a SNP on a TFBS rely on the
ability to describe the binding behavior of a Transcription Factor (TF) to assess
the difference induced by a non-coding SNP. TFs are able to bind the DNA
by recognizing short patterns. These patterns can be described in wvitro us-
ing high throughput methods like protein-binding microarrays (PBM) (Berger
et al., 2006) or SELEX (Jolma et al., 2010), or in vivo using ChIP-based tech-
niques (Lambert et al., 2018; He et al., 2015). The identified TF binding
preferences are summarized in a TF model, of which the most prominent are
Position Weight Matrices (PWMs) (Stormo, 2000). More details about other
existing TF binding models can be found in Section 2.2.3.

Computational approaches have been developed to evaluate the effect of a SNP
on the binding sites of a TF. Among them is for instance GERV (Zeng et al.,
2015), a k-mer based approach that learns de novo TF binding based on open
chromatin and TF ChIP-seq data. To evaluate the impact of a SNP they
compute the difference of the predicted read counts for the two allelic variants
of a SNP. A more recently published method is FABIAN-variants (Steinhaus
et al., 2022). They determine a differential TF binding score not only based on
PWDMs, but also on TFFMs and allow to take TFBS from epigenetic data into
account. In comparison, QBIC-Pred (Martin et al., 2019; Zhao et al., 2017)
utilizes in vitro universal PBM data to determine the TF binding behavior with
a k-mer based model using ordinary least squares (OLS). They score the effect
of a SNP based on the parameters of the OSL z-score, and additionally pro-
vide a p-value for their score. Further, there are methods like sSTRAP (Manke
et al., 2010), is-rSNP (Macintyre et al., 2010) or atSNP (Zuo et al., 2015) that
rely solely on TF models (usually PWMs) and the DNA sequence itself. To
evaluate the effect of a SNP on TF binding sites different statistical approaches
are introduced by these methods. sTRAP ranks TFs based on the difference
of the TF binding scores for the wildtype and the alternative allele of a SNP,
whereas is-rSNP and atSNP provide a p-value for their differential TF binding
score. These methods are explained in more detail in Section 2.2.7.

In general, we noticed that only a few methods provide a statistical significance
for their introduced differential TF binding scores. However, this is necessary
to decide if a score is significantly different from the commonly assumed null
hypothesis that the SNP does not affect the TF binding site. Further, if the TF
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binding score is represented as p-value they are directly comparable between
the TFs, which is often not possible for the scores itself. When the methods
provide a p-value, their statistic is dependent on their underlying TF model.
For instance, QBIC-Pred derives their test statistic based on OLS estimation
of k-mers, whereas atSNP assumes the scores follow a multinomial distribution
to model PWMs. is-rSNP is with the best of our knowledge the only method
which allows to compute a p-value independent of the TF model. However,
they determine the exact p-value distribution for differential TF binding scores
by assessing all possible single base changes resulting in an algorithm scaling
quadratically.

In this chapter, we introduce a fast and accurate approach to provide statis-
tical significance for the differential TF binding score for general TF models.
To do so, we examine the distribution of the maximal differential TF binding
scores and find that it can be well approximated by a modified Laplace distri-
bution. By using the modified Laplace distribution, we can derive a p-value
for the maximal differential TF binding score in constant time. We show on
experimentally validated TF-SNP pairs that our approach improves the perfor-
mance in comparison to the previously established method atSNP, while being
an order of magnitude faster.

5.2 A distribution fitting the maximal differential TF
binding scores

In the following, we explain how to evaluate the effect of a non-coding SNP
on a TFBS. In the first section, we outline how to compute the differential
TF binding score for a fixed TF position, termed The differential TF binding
problem. Next, we describe a more general case where the differential TF
binding is computed for all sequences overlapping the SNP denoted as The
mazimal differential TF binding problem. Further, we explore and approximate
the distributions of the differential TF binding score as well as the maximal
differential TF binding score.

5.2.1 The differential TF binding problem

Let M be a general TF model of length m, S = {s1, ..., s;n } a DNA sequence of
length m with s; € ¥ over the alphabet ¥ = {A, C, G, T} and assume there is a
SNP with two allelic variants called wildtype and alternative allele at position 4
with i € {1,...,m} in S. Hence, we consider two variants of the sequence S, S*
containing the wildtype allele and S? the alternative allele. For each of these
sequence variants we compute a TF binding score describing the TF binding
affinity to the sequence according to the model M. From the distribution of
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all binding affinity values for a TF under the model M, we can compute the
probability P(a < t, M), the p-value of observing a binding affinity a smaller
than a threshold ¢. We can use this to determine the corresponding p-value of
the model M for each variant, given as p(S', M) and p(S?, M), respectively.
The exact computation of the TF binding score and the p-value depend on the
used TF model (see Section 2.2.3). To evaluate the effect of a SNP on a TFBS,
we compute a log-ratio similar to Manke et al. (Manke et al., 2010) in their
method sTRAP, called differential TF binding score (D):

St M)
D(S, 5%, M) = log P2 5.1

( ) = log (p(SQ,M) (5:1)
A positive D indicates that the exchange from the wildtype allele to the alter-
native allele increases the binding affinity of the TF and may lead to a gain of a
binding site. Whereas a negative D decreases the binding affinity and therefore
the binding site might be lost.

5.2.2 The maximal differential TF binding problem

Usually it is not known at which position the binding affinity is most affected
by the SNP. As a consequence, we evaluate all sequences overlapping with the
SNP, hence we define a window of size 2m — 1 centered around the SNP. We
slide the TF model over the 2m — 1 long sequence and compute D for each of
the sub-sequences of length m overlapping the SNP. To identify the optimal D,
we keep the maximal absolute value.

Thus, our definition changes: We are given a DNA sequence S = {s1, ..., Som—1}
and a SNP with two allelic variants centered in the middle of the sequence at
position m. We consider two variants of the sequence S: S' containing the
wildtype allele and S? including the alternative allele. Further, a k-mer which
is a sub-sequence of S of length m, is defined as k; = {s;, ..., Sitm—1} with
i € {1,...,m}. For each sequence variant, we define the k-mers overlapping
the SNPs. The k-mers of S! are denoted as k] and the k-mers for S? as k?
with ¢ € {1,...,m}. We maximize over the absolute D values of all k-mers
overlapping the SNP and identify the TF position where the binding site is
most affected. The maximal absolute TF binding score D,,q, is defined as:

Dpaz(S*,S*, M) = max (|D(k},kZ, M)]|). (5.2)

i€{1,....m} pre

5.2.3 Estimating the distribution of differential TF binding scores

In this section, we investigate if the distribution of D follows a known distri-
bution. To do so, we describe the p-values of the TF binding scores for the
sequences S' and S? of length m as random variables W and Z, respectively.
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Since the TF binding score itself is continuous, the p-values are uniformly dis-
tributed in [0,1] under the null hypothesis (Wasserman, 2010). Further, we
assume that the random variables W and Z are independent of each other.
Hence, the following theorem can be applied:

Theorem 5.1 If two independent random variables W, Z, are uniformly dis-
tributed in the range [0,1] then log(%) is Laplace(0,1) distributed (Kotz et al.,
2001, p. 24).

In theory, we conclude that D can be represented as random variable X =
log(%) which is Laplace(0,1) (L(0,1)) distributed (see Section 2.2.1). How-
ever, our experiments will show that D is not following the L(0, 1) distribution
(see Section 5.4.1). Nevertheless, D can be approximated by a L(0,b) distri-
bution, with a scale parameter b different from 1. The scale parameter is given
as b= %2, where o2 is the variance of the observed differential TF binding
scores of a TF model M for a set of SNPs.

5.2.4 Derivation of the distribution of the maximal differential TF
binding scores

When computing D4, we can represent the differential TF binding scores
of the k-mers as n independent and identical L(0,b) distributed random vari-
ables X; with ¢ € {1,...,n}, where n is the overall number of k-mers. D, q,
can be described as the absolute maximum over all random variables X;, so
Y = max;eq1,.. 3 (|Xi]). To efficiently compute a p-value for Dya., we are
interested in identifying the cumulative distribution function (CDF) of Y.

To do so, we split the following in three parts: First we determine the probabil-
ity distribution function (PDF) and CDF of the absolute values of a Laplace(0,b)
distributed variable. Second, we derive the CDF of the maximum of n L(0, b)
distributed random variables, and finally, we combine both parts to get the
CDF of Y.

Computation of the PDF and CDF of the absolute values of L(0, b)
distributed random variables

The general PDF of the L(0,b) distribution with the scale b > 0 is defined as

flz)=—= e . (5.3)
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To obtain the density for the absolute value |z|, one needs to add up the
densities for the positive and negative values:
1 —la| 1 —l—a| 1 el

. - — . 5.4
9 ¢ Tttt Tyt (5:4)

fio(2) = f(z) + f(=2)

with 2 € R*. The corresponding CDF is given by integrating f|,(x) from 0 to
x:

F|x(w)—/omfx|(w)dy—/omi~eby'dy— [—e#] =1-e¢ (55)

Derivation of the CDF of the maximal of n L(0, ) distributed ran-
dom variables
The CDF of a random variable V is defined as F(z) = P(V < x). We derive

the CDF of the maximal X; with ¢ € {1,...,n} using the definition of CDFs
and the independence of the L(0,b) distributed random variables:

Frroz(x) = P(max(X;) < x)
=P[(X;i<z)n(Xz<x)N..NPX, <)

=[[Pxi<a)= HF(a:) = F(x)"

=1

(5.6)

Derivation of the CDF for an maximal absolute L(0,b) distributed
random variable

To finally get the CDF of Y = max;eqy,... m}(|Xs|), we can plug in the CDF
for the absolute L(0,b) distributed random variables (5.5) in Equation (5.6)
resulting in:

n —lz[\ 7
Frnaafa) (@) = Fl (2)" = (1= =) (5.7)
The corresponding PDF is the derivative of Equation (5.7):
d d =]
fmam|z\(x) dl’( maa:Il\(I)) d.’L‘( e ) (58)
no -l SIETRNES
= E e b . (]_ —e b ) .

To sum up, we are able to mathematically describe the distribution of D4z
as follows:
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Theorem 5.2 Let Dyyap be defined asY = maxieqi,.. ny (| Xi|), where the X;'s
are independent and identical L(0,b) distributed random variables, then' Y fol-
lows a modified Laplace distribution Lyaz(n,b) = frmaz|z| (7).

The distribution of D,,,, is depending on the parameter n and the scale pa-
rameter b. Here, n denotes the number of k-mers overlapping the SNP times
two, since we also consider the reverse complement.

To determine the scale parameter b for j observed maximal differential TF
binding scores z; with ¢ € {1,...,5} of a TF model M, we set up a maximum
log-likelihood estimator (MLE) (see Section 2.2.1) of the PDF of L4z

L(z]b) = log (H fmam(:vi)>
i=1 (5.9)

J

= log(k) — log(b) = > ('i' +log (1 —e7 )n_1>

i=1

and computed the corresponding derivative with respect to b. Since the result-
ing equation is not analytically solvable we used Newton’s method to numeri-
cally approximate b.

Using the CDF of the L4, (n,b) distributed maximal differential TF binding
scores, we are able to compute a p-value for Dpap as 1 — Firgq2( ().

5.2.5 Fitting the scale parameter b

In all analyses we conducted within this work we used as TF motif set a collec-
tion of non-redundant human PWMs combined from JASPAR (version 2022),
Hocomoco and Kellis ENCODE motif database. We removed flanking bases
of the TF motifs with an entropy higher than 1.9, since we observed that TF
motifs with flanking bases that exhibit a high entropy have a negative effect
on the fit of the distribution to the observed D,,q.. To apply our method, we
pre-computed the scale parameter b for each TF motif. To do so, we randomly
sampled 200,000 SNPs from the dbSNP database (build id 154). For each TF,
we computed D, for all SNPs. These values are plugged in the MLE of the
PDF of L,,4; and numerically solved using Newton’s method to approximate
b (done with the Python library scipy.optimize (Virtanen et al., 2020)).

In particular, we are interested in describing the tail of the distribution of D,,qz
as accurately as possible. Thus, we optimized our estimated scale parameter b
by minimizing the mean squared error (MSE) for the tail of the distribution of
Dinaz (25% of all values). Therefore, we decreased / increased the estimated
scale parameter b by 0.01 as long as the MSE is decreased.
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5.3 Collections of experimentally validated TF-SNP
pairs

This section describes the datasets of validated TF-SNP pairs we utilized to
evaluate our method and compare it to the performance of atSNP.

Allele specific binding events

We collected 1,760 Allele Specific Binding (ASB) events identified in the hu-
man cell line GM12878 using 14 TF ChIP-seq datasets (Shi et al., 2016). For
heterozygous binding sites of a TF, an ASB event is defined if the number of
mapped ChIP-seq reads for one allele is significantly higher than for the other
allele. The authors noticed that only 19.3% of the ASB events overlap with a
TFBS of the TF that the ChIP-seq experiment was designed for. Hence, we
only want to consider the SNPs overlapping with a TFBS of the used TF motif.
Therefore, we gathered the 14 TF motifs from the JASPAR database (version
2022) (Castro-Mondragon et al., 2021) and computed per TF the TFBS using
FIMO (see Section 2.2.3) (version meme-5.2.0, default p-value cutoff) (Grant
et al., 2011). Since redundant motifs would lead to false positives later in
our analysis, we clustered a combined TF motif set of the JASPAR, Hoco-
moco (Kulakovskiy et al., 2017) and Kellis ENCODE motif (Kheradpour and
Kellis, 2013) database using the similarity measure and clustering approach
from Pape et al. (Pape et al., 2008)(see Section 2.2.5). We checked which of
the 14 TFs belong to the same cluster and kept per TF motif cluster only the
TF with the highest number of associated SNPs. Doing so, we removed two
TFs resulting in 368 SNPs for 12 TFs (see Appendix A.3.1 and A.5).

SNP-Selex data

The SNP-SELEX data was downloaded from the web portal GVAT database
(Yan et al., 2021). We gathered the SNPs called original batch. In total, Jian et
al. studied 1,612,172 TF-SNP pairs for 271 different TFs. For each TF we
collected all SNPs that have biological evidence to cause a differential binding
event. Therefore, we filtered the SNPs for those which have an oligonucleotide
binding score p-value < 0.05 and a preferential binding score p-value < 0.01, as
proposed by the authors, resulting in 9,840 SNPs for 129 TFs. We gathered the
TF motifs from Boytsov et al. (Boytsov et al., 2022), which provide optimized
PWM motifs for the SNP-SELEX dataset. As for the ASB dataset we excluded
for each TF the SNPs without a TFBS for at least one of the two alleles. If
less than 5% of the SNPs associated to a TF do have a TFBS, we excluded all
TF-SNPs pairs for the analysis. Next we checked which of the TFs belong to
the same TF motif cluster based on the clustering used for the ASB SNPs. For
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each TF motif cluster we selected the TF with most SNPs, resulting in a total
of 33 TFs and 1,494 SNPs (see Appendix A.3.1 and A.5).

Method performance evaluation

We applied our method and atSNP to the SNP-TF pairs collected for the
ASB events (see Section 5.3) and SNP-SELEX data (see Section 5.3). In Ap-
pendix A.3.1 the commands used are listed. To evaluate the performance of
each method, we computed a precision-recall curve and the area under the pre-
cision recall curve (AUCPR) using the R package PRROC (Grau et al., 2015).
To test whether the area under the receiver operating characteristic (ROC)
curve is significantly different between two approaches we applied the method
from DeLong et al. (DeLong et al., 1988) using the R package pROC (Robin
et al., 2011).

We compared the run times of our approach and atSNP for 100, 500, 1,000,
10,000, 20,000 and 40,000 SNPs randomly sampled from the dbSNP database
(build id 154) (Sherry, 2001). As both methods provide a parallel mode, we
compared the runtime for 1, 8 and 16 threads (see Figure 5.3C).

5.4 Evaluation of D and D,,,, on randomly sampled
SNPs

Next, we explored how well the theoretically derived Laplace distribution ap-
proximates the differential TF binding score D on randomly sampled SNPs
and how the scale parameter b is chosen. Then, we investigated in how well
the maximal differential TF binding score distribution can be described by the
modified Laplace distribution.

5.4.1 The differential TF binding score D follows approximately
the L(0,b) distribution

Consider the sequences S' and S? each holding an allelic variant of a given
SNP and a TF model M that characterizes the binding behavior of a TF. We
defined the differential TF binding score (D) between S! and S? as the log-
ratio of the p-values of the TF binding scores (see Section 5.2.1).

To investigate the distribution of the differential TF binding scores, we de-
cided to represent the TF models with PWMSs, which are widely used and easy
accessible for hundreds of human TFs, and for which other methods exist for
comparison. We computed D for 200,000 SNPs randomly sampled from the
dbSNP database for PWMs of different length. In Figure 5.1 the resulting
distributions of the differential TF binding scores for three TFs are visualized.
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Figure 5.1: Differential TF binding score distributions for three TFs of different
length. The distributions of D for the PWMs of TFs ZNF134 (length 22), HOXA9 (length
8) and MSC (length 10) are compared to the L(0,1) (orange) and L(0,b) distribution
(blue). The scale parameter b is estimated for each TF model separately.

For comparison, the L(0, 1) distribution is displayed as well. Even though we
argued that theoretically D should be L(0,1) distributed, we observed that
our experiments suggest otherwise. The sequences of S' and S? just differ by
one letter at the position of the SNP. Hence, the TF binding scores for S and
52 do not change much, especially if the SNP does not affect the binding site.
As a result, we concluded that the corresponding p-values may not always be
independent of each other. Consequently, we observed that D is close to 0
more often than one would expect for independent p-values. However, we em-
pirically observed that D can be approximated by a L(0, b) distribution with a
scale parameter b fitted for each TF model M (see Figure 5.1 blue curves).

5.4.2 The maximal differential TF binding score D,,,, distribution
differs between multiple TFs

In the previous section, we assumed that we are interested in D for a specific
sequence position, thus the sequence S and the TF model had the same length.
However, that is an unrealistic assumption. Usually, the sequence is longer
than the TF model. As explained in Section 5.2.2, we computed D for all sub-
sequences overlapping the SNP to identify where the binding affinity of a TF
is most affected and keep the maximal absolute differential TF binding score
(Dmaw)-

For 200, 000 randomly sampled SNPs, we determined D,,,, and visualized the
resulting distributions for the TFs ZNF134, MSC and HOXA9 in Fig. 5.2A.
Since the distributions are different, it is not possible to compare D,,,, be-
tween different TFs directly. However, the usual application of such a statistic
is to evaluate and compare the effect for several hundred TFs on a SNP set.
To allow this comparison, we aimed to compute a p-value for D,,,,. We first
tried to fit known distributions to the observed D, values (using R pack-
age gamlss (Rigby and Stasinopoulos, 2005)), but this approach did not result
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Figure 5.2: Distribution of D,,,, values. (A) Density plot for observed D.,qs values
for the PWMs of TFs HOXA9, MSC and ZNF134 indicated by different colours. Distri-
butions of observed D4, values for ZNF134 (B) and HOXA9 (C) in comparison to the
Lynaz(n,b) distribution, parameter values for n and b (fitted) shown in the plot.

in the same distribution for multiple TFs. As an alternative, we derived the
Limaz(n,b) distribution. The parameter n denotes the length of the TF model,
which is given by the number of sequence windows tested by the model and
the scale parameter b is estimated for each TF separately using the MLE from
Eq. (5.9).

In Fig. 5.2B, C we show example distributions of observed D, values for the
TFs HOXA9 and ZNF134 and the corresponding L,q. (1, b) distribution. One
can observe that the L,,4.(n,b) distribution accurately approximates the ob-
served D4, values for each TF. Using the CDF of the L,,q.(n,b) distribution
we can compute a p-value for D,, ., values, which are then comparable between
multiple TFs.

5.5 Evaluation on experimentally validated TF-SNP
pairs

To analyze the performance of our approach, we collected TF-SNP pairs from
data sources with experimental evidence that the TF is affected by the SNP.
We gathered ASB events, which are defined using TF ChIP-seq data and data
collected from SNP-SELEX experiments, an in vitro measurement of the TF-
DNA interaction strength for each allele of the SNP (see Section 5.3 and 5.3).
To evaluate how well a method can distinguish experimentally validated TF-
SNP pairs from those that are not validated, we defined a classification task,
where the positive class contains the collected TF-SNP pairs. The negative
class is defined as all possible combinations of considered TFs and SNPs, ex-
cluding those from the positive class. The ASB dataset consists of 368 positively
labeled TF-SNP pairs and 4, 036 negatives, and the SNP-SELEX data of 1,814
positives and 58,162 negatives.

Using these datasets we not only want to evaluate our approach, but also
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Figure 5.3: Comparison between our approach and atSNP. Precision-Recall curve for
the ASB events (A) and the SNP-SELEX dataset (B) for the D,,q. p-value and the rank-
based p-value of atSNP. (C) Runtime analysis of our approach and atSNP. The lineplot
shows the runtime for both methods (y-axis, logl0-scale) for randomly sampled SNP sets
of different size (x-axis) on a different number of threads.

compare our method to the previously published method atSNP (Zuo et al.,
2015). To the best of our knowledge, atSNP is the fastest PWM based method
currently available, which also provides a p-value for the differential TF bind-
ing score. is-rSNP is too slow to be applied on the large datasets considered
here (Macintyre et al., 2010). We applied our approach and atSNP for each
of the two datasets separately, and evaluated the performance for the D4
p-value in comparison to atSNP’s rank-based p-value, which is recommended
by the authors. The rank-based p-value indicates if the log-odds ratio of the
p-values of the TF binding score for the wildtype and the alternative allele
significantly differ from what one would expect by chance. Additionally, they
provided a diff-based p-value, that evaluates the changes in the TF binding
score directly. However, the authors of atSNP mention that the diff-based p-
value is not reliable, and our experiments confirmed a poor performance (data
not shown).

Figure 5.3A and B show the resulting precision recall curves and the AUCPR
for the ASB events (Figure 5.3A) and the SNP-SELEX data (Figure 5.3B).
Even though the negatively labeled TF-SNP sets are several times larger than
the positive sets, a reasonable AUCPR is reached for both datasets indicating
the quality of our method and the rank-based p-value of atSNP. The AUCPR
of the D,,q, p-value is improved in comparison to the rank-based p-value of
atSNP. For the ASB events the AUCPR of the D,,,, p-value is 0.9% higher
than the rank-based p-value. For the SNP-SELEX dataset the improvement of
the Diae p-value is 2.7% in comparison to the rank-based p-value. Addition-
ally, for both datasets the difference of the area under the ROC curves between
the D40 p-value compared to the rank-based p-value are significant (p-value
< 0.05, ASB data: p-value = 0.00541, SNP-SELEX data: p-value 9.457¢~°)
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according to the method of DeLong et al. (see Section 5.3).

We compared the runtime of our approach and atSNP for 6 randomly sampled
SNP sets of sizes between 100 and 40,000 SNPs for 817 TF motifs using 1, 8
and 16 threads. As shown in Figure 5.3C our method is between 623 (500 SNPs
on 1 thread) and 38 (40,000 SNPs on 16 threads) times faster than atSNP.
To decide for a reasonable D,,,, p-value cutoff, we computed the F'1 score for
the ASB and SNP-SELEX data. Based on the result we recommend to utilize
a Dynar p-value cutoff between 0.01 and 0.001. We combined our statistical
approach in an easy-to-apply workflow with cell type-specific epigenetics data
outlined in Chapter 6, where we also present typical applications.

5.6 Discussion

Throughout this chapter, we presented a new statistical approach to identify
regulatory SNPs modifying the binding sites of TFs. We aimed to provide a
method that allows to compute statistical significance for general TF models.
We compared our new approach to the previous method atSNP in terms of
performance and runtime and demonstrate that our new approach is as least
as accurate as atSNP. By comparing the runtimes of both methods, we showed
that our approach is extremely fast also for large sets of SNPs and hundreds
of TFs.

To test our approach, we used PWMs as TF model, since they are still com-
monly used and available for hundreds of human TFs. Nevertheless, our ap-
proach can be applied to any other TF model once a p-value for the TF bind-
ing score is computed, which can be done using Monte Carlo sampling if not
otherwise existing. Thus, an interesting research direction is to explore the
Linaz(n,b) distribution fit to observed D, 4, values of other approaches, such
as TFFMs or SLIM models.

Our approach does not directly take into account cell type or tissue specific
information. However, a useful approach is to exclude motifs from TFs not ex-
pressed in the cell type or tissue of interest to reduce the number of false positive
predicted rSNPs. Further, one can easily combine the predicted rSNPs with
other epigenomic data as outlined in the next Chapter.

Additionally, we want to emphasize that we combined several TFs within one
dataset to compare the methods, resulting in a highly imbalanced dataset. In
our opinion, this is a more realistic evaluation setting than evaluating the TFs
one by one as is often done.

Another advantage of our approach is that it has no significant additional
runtime compared to widespread score-based approaches that do not assess
significance. One only needs to precompute the scale parameter b for the used
TF motifs. On our GitHub repository (https://github.com/SchulzLab/SNEEP
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we provide our approach implemented in C++ and the precomputed scales for
the 817 TF motifs used for the presented analyses.

We believe that our approach will be helpful to identify novel rSNPs and
thereby contribute to the understanding of molecular mechanisms leading to
various traits and diseases.



Chapter

SNEEP: SNP exploration and
functional analysis using
epigenetic data

In this chapter, we outline the SNEEP workflow that combines our statistical
approach to detect rSNPs and the affected TFs (see Chapter 5) with cell type-
specific epigenomics data. SNEEP is the abbreviation for SNP exploration and
analysis using epigenomics data. In the second part of this chapter, we provide
two applications on how one can use SNEEP to detect TFs highly affected by
rSNPs as well as to identify disease associated genes based on rSNPs.

6.1 Incorporation of epigenetic data to our approach
detecting rSNPs

Depending on the type of application we combined our statistical approach
(see Chapter 5) with different functionalities, resulting in our SNEEP workflow.
The workflow itself is not published yet, but we provide the source code and a
detailed description on our github repository (https://github.com/SchulzLab/
SNEEP). Our bioconda package from the previous chapter includes also the
functionalities of SNEEP. In the following we list the contribution of the people
involved:

e Implementation, testing and visualization: myself

e Design of the workflow: Marcel H. Schulz and myself

e Set up bioconda package: Laura Rumpf
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Figure 6.1: Overview of the SNEEP workflow. Expected and optional input to our
SNEEP workflow is visualized (left panel). The middle panel illustrates how to detect
rSNPs with our statistical approach, their effects and the optional possibility to perform
a TF enrichment statistic. Based on the used parameters SNEEP provides different kinds
of outputs (right panel).

6.1.1 The SNEEP workflow

SNEEP is a computational workflow to assess the differential TF binding effects
of non-coding SNPs (see Figure 6.1). Our workflow expects three mandatory
inputs: (1) A list of candidate SNPs, (2) a set of TF motifs given as count
matrices in TRANSFAC format and (3) the genomic sequence of a species of
interest. Using our statistical approach presented in the previous chapter, we
detect rSNPs and the corresponding affected TFs efficiently for thousands of
SNPs and large sets of motifs. Additionally, SNEEP identifies TFs which are
statistically significant more often associated to a gain or a loss of function
than expected. Further, we provide the optional functionality to identify TFs
specific to the input SNPs by affecting TFBS more often than one would expect
on random SNP lists. Therefore, we computed a TF enrichment statistic,
which can be done in a reasonable amount of time even for large SNP sets
because of the efficiency of our statistical approach. Three optional inputs can
be provided to include cell type or tissue specificity, which results in a more
accurate prediction of rSNPs. SNEEP can incorporate (1) gene expression data
to exclude TFs not expressed in the cell type or tissue of interest, (2) DNasel-
seq or ATAC-seq data to filter for SNPs in open chromatin and (3) REM-gene
interactions to link rSNPs to target genes. One can combine the functionalities
of our workflow in all possible ways which provides a high flexibility to the
user. In addition to a plain text file, we provide as output an automatically
generated summary report. In the following, we provide more details of our
SNEEP workflow.
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6.1.2 Identification of regulatory SNPs

To identify rSNPs we developed a statistical approach that computes the maxi-
mal differential binding score D,, 4, based on the log-odds ratios of the binding
scores of the two allelic variants of a SNP. D,,,,, can be well approximated by
a modified Laplace distribution, which allows us to derive a p-value. Hence,
we can compare the effect of a SNP on multiple TFs. Our statistical approach
is explained in detail in Chapter 5. The SNEEP workflow is using PWMs as
TF models. Instead of using our provided collection of 817 human TF motifs
gathered from the JASPAR, Hocomoco and Kellis ENCODE motif database, it
is possible to use a customized TF motif set, also for species other than human.

6.1.3 Identification of TFs associated to a gain or a loss of function

Given a SNP with significant maximal differential binding score D4, We
define a loss of function when the wild type allele has a higher binding score
than the alternative allele. Similarly, the gain of function is given when the
binding score of the wild type allele is lower than the binding score of the
alternative allele. We evaluate whether TFs over all considered SNPs are more
often associated to a gain or loss of function. Therefore, we compute per TF
a p-value using a two sided binomial test, assuming that gain and loss of a TF
binding site occur equally likely (p = 0.5). The TFs associated to a gain or loss
of functions (p-value < 0.1) are listed in our summary report.

6.1.4 Incorporation of cell type-specific epigenetic information and
REM-gene links

With our SNEEP workflow, we want to offer the user a flexible way to include
customized cell type or tissue specific epigenetic information and thereby im-
prove the reliability of our prediction. Therefore, one can provide RNA-seq
data in form of TPM or FPKM values to remove motifs from the given motif
set of TFs not or only weakly expressed. Further, it is possible to provide cell
type or tissue specific regions of interest, like open chromatin data. SNEEP ex-
cludes all given SNPs not overlapping with these regions. Both options enable
us to refine the results of our statistical approach to a cell type or tissue specific
prediction.

In addition, REMs linked to their target genes are used to associate rSNPs
overlapping with these REMs to potential target genes. SNEEP provides a col-
lection of REM-gene interactions incorporating 2,404,861 REMs downloaded
from the EPIRECGIO database (see Chapter 4), 57,538 promoter regions of an-
notated genes (gencode, release 38) and 60,415 interactions identified with the
ABC score on heart data (Anene-Nzelu et al., 2020; Fulco et al., 2019). It is
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also possible to combine customized REM-gene interactions with our collection
or to provide them solely to SNEEP.

6.1.5 Identification of SNP-specific TFs using a TF enrichment
statistic

In order to identify TFs that are more often affected by the given SNPs than
expected for random SNPs; we implemented a TF enrichment statistic. This
is necessary because each TF motif occurs with a certain probability in the
genomic sequence depending on the properties of the TF motif itself. Thus,
one can not directly compare the counts how often a TF was affected. To
perform the TF enrichment statistic, we randomly sampled at least 100 SNP
sets from the dbSNP database (build id 154), which contain the same number of
unique SNPs as the corresponding input SNPs. If for the given SNPs the minor
allele frequency (MAF) (see Section 2.1.9) is provided, the MAF distribution
is kept the same for the randomly sampled SNP set. Thus, we ensure the same
distribution of rare and common SNPs for the input data and the background
dataset. Using our statistical approach, we compute D, 4, separately for each
SNP within the given SNP list and the randomly sampled SNP sets. Next, we
counted per TF how often the binding sites were significantly affected (Daz
p-value < 0.01). We denote this count per TF for the given SNPs as T'Fcount
and we took the mean count over all randomly sampled SNP sets, denoted as
bgCount. To identify TFs that are more often affected by the given SNPs than
expected, we computed an odds-ratio for each TF as:

. a/(1—a)
odds-ratio(TF) = ———=, 6.1
=518 o1
where a = LEcount ~ g _ bgCount ), 4 LGN Ps is the number of unique SNPs in
#SNPs #SN Ps

the input SNP list. TFs that occur twice as often as expected (odds-ratio > 2)
are assumed to be specific for the given SNPs and are listed in the summary
report.

6.1.6 Automatic generation of a summary report

We combined the results of the SNEEP workflow in an automatically generated
summary report done with RMarkdown that contains:

« a general overview of the analysis and used parameters/ input files

o TFs associated to a gain or loss of function,

o TFs specific to the given SNPs and the corresponding odds-ratio (if TF
enrichment statistic was performed),

o the target genes linked to the rSNPs,
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 a functional annotation analysis done using g:Profiler (Raudvere et al.,
2019) based on the associated target genes.

Appendix Section A.4.1 outlines parts of the summary report for the GWAS
atherosclerosis.

6.2 Application: Identification of TFs that are altered
by genetic variants mediating gene expression

We applied our SNEEP workflow to large eQTL studies on the cell types fi-
broblasts and lymphocytes aiming to identify cell type-specific TFs. This ap-
plication is also published in our preprint A statistical approach to identify
regulatory DNA wvariations (Baumgarten et al., 2023), thus most of the text
and figures are similar to the publication. The contribution for this application
is the following;:

o Computational steps, generating plots and writing the text: myself

e Choosing a suitable dataset, discussion, evaluation and literature search:
Marcel H. Schulz and myself

e Proofreading: all authors

6.2.1 Detection of cell type-specific TFs affected by eQTLs in fi-
broblasts and lymphocytes

Identifying cell type-specific regulators with modified binding behavior induced
by genetic variants associated to genes, might be helpful to unravel regulatory
pathways or molecular mechanisms. We aim to identify TFs more often af-
fected by a set of eQTLs than one would expect on random data. As an ex-
ample, we applied our SNEEP workflow including the TF enrichment statistic
to 14,722 eQTLs associated to lymphocytes and 45,917 eQTLs associated to
fibroblasts gathered from the GTEx portal (details are provided in Appendix
Section A.4.2).

For each eQTL, the D,,q, p-value for 817 human TFs was computed and for
a reliable TF enrichment statistic 1,000 randomly sampled SNP sets were ob-
tained. Within the TF enrichment statistic the odds-ratio from Equation (6.1)
between the number of binding sites affected by a TF over all eQTLs and their
average number of affected binding sites on the sampled SNP sets is computed
(see Section 6.1.5), to identify TFs more often affected by the eQTLs than ex-
pected.

For fibroblasts 57 TFs and for lymphocytes 66 TFs were detected (full list per
cell type in Appendix Section A.4.2. Figure 6.2A visualizes the odds-ratios of
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the analyzed TFs of fibroblasts against lymphocytes, the enriched TFs with
an absolute difference of the odds-ratio > 1 are labeled. For several of the
cell type-specific TFs, we found evidence in the literature: For instance, it
has been shown that in skin fibroblasts EGR3 can upregulate genes associated
with tissue remodeling and wound healing (Fang et al., 2013). The expression
of TF SNAII in cancer associated fibroblasts is directly associated to chemore-
sistance via the mediation of the extracellular matrix (Galindo-Pumarifio et al.,
2022). For lymphocytes, we identified several highly expressed TFs from the
Ets-related TF family, among others, with additional evidence from the lit-
erature. For instance, in mice it has been shown that the TFs ELK1 and
ELK4 function redundantly to restrict the generation of innate-like CD8+ T-
cells (Maurice et al., 2018). Recently, Tsiomita et al. showed that ERF is a
potential regulator during T-lymphocyte maturation (Tsiomita et al., 2022).
Further, for innate lymphoid cells (ILC), which are a population of lympho-
cytes, it can be shown that ELK3 is regulated by the circRNA circTmem241.
The knockdown of ELK3 significantly decreased the number of ILCs (Liu et al.,
2022).

6.2.2 Evaluation of the difference in gene expression between cell
type-specific and non cell type-specific TFs

We cannot provide literature evidence for all cell type-specific TFs, therefore
we want to evaluate the expression values of enriched TFs in comparison to
TFs not enriched (Figure 6.2B). Motifs from the same TF family have often
similar binding preferences, which results also in similar motifs. To avoid motif
redundancy, we clustered the TF motifs (see Section 2.2.5). If a TF within a
cluster occurs twice as often as expected, we consider it as enriched. Maximal
TPM value over all TFs in the cluster is used to evaluate the gene expression
level. According to a one-sided Wilcoxon rank sum test the differences in gene
expression between the two groups are seen significant (fibroblasts: p-value
0.0016, lymphocytes p-value 0.028).

6.2.3 Conclusion

Using our SNEEP workflow, we identified eQTLs affecting a TF binding site and
pointed to cell type-specific TFs by performing a TF enrichment statistic. This
analysis is easily possible even for a large number of randomly sampled SNP
sets, since the runtime of our statistical approach behind SNEEP is extremely
fast. A literature search and the significant differences in gene expression be-
tween cell type-specific and non cell type-specific TFs supports that many of
the identified TFs are likely to mediate gene expression differences and are
interesting candidates for further cell type-specific investigations.
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Figure 6.2: Ildentification of TFs altered by eQTLs in lymphocytes and fibroblasts.
(A) Scatter plot showing the computed odds-ratio of a TF for eQTLs from fibroblast
cells (x-axis) against lymphocyte eQTLs (y-axis). The TFs are labeled if the odds-ratio
> 2 and the absolute difference of the odds-ratio between the two cell types is > 1. (B)
Violin-boxplot illustrating the differences in terms of expression values between the TFs
which are more often affected by the eQTLs (enriched odds-ratio) than expected (not
enriched odds-ratio) for two different cell types (coloring).

6.3 Application: Identification of cardiovascular dis-
ease associated genes using regulatory SNPs and
REM-gene interactions

In the following, we summarize the bioinformatic analyses of our work CVD-
associated SNPs with regulatory potential drive pathologic non-coding RNA ex-
pression, which is available as preprint on bioRxiv (Zhu et al., 2023). Parts
of the figures and the text below are taken from the preprint. The work is a
collaboration with the lab of Jaya Krishnan. Chaonan Zhu and myself share
the first authorship. We list the contributions of all authors in the following:

e Conduction of the bioinfomatics analyses and generation of the corre-
sponding figures: myself

o Discussion, planning and evaluation of the bioinformatics analyses and
their results: Marcel H. Schulz (M.H.S) and myself

o Planning and design of the experiments, Chaonan Zhu (C.Z), Ting Yuan
(T.Y), and Jaya Krishnan (J.K)

o Experimental validation: C.Z with help of Meigian Wu, Yue Wang, Arka
Provo Das, Maria Duda and Stefanie Dimmeler

o Providing cells: Jaskiran Kaur, Thanh Thuy Duong and Minh Duc Pham

o Co-expression analysis on GTEx data: Fatemeh Behjati Ardakani

e Paper writing C.Z, T.Y, M.H.S, J.K and myself

e Proof reading: all authors
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Figure 6.3: Overview of the studied cardiovascular diseases, identified rfSNPs and
associated target genes. We collected SNPs for 6 different cardiovascular diseases from
the NHGRI-EBI GWAS Catalog. With our SNEEP workflow, we identified regulatory
SNPs, that are predicted to have an impact on TFBS. Using the optional functionality
to provide REM-gene interactions, the rSNPs were linked to putative target genes. For
each step the number of SNPs or genes for each disease is given per row.

6.3.1 Detection of rSNPs and their target genes in cardiovascular
diseases GWAS

The aim of this study was to identify non-coding RNAs (ncRNAs) associated to
cardiovascular diseases. A possible strategy to detect such ncRNAs is to apply
our SNEEP workflow on GWAS of cardiavascular diseases using the optional
functionality to integrate REM-gene interactions to link rSNPs to potential
target genes. Other alternative strategies how to link SNPs to genes are out-
lined in Section 2.2.8.

We retrieved significant lead SNPs from the EBI GWAS Catalog (Buniello
et al., 2018) for the cardiovascular diseases Coronary artery disease, Cardio
arrhythmia, Myocardial infarction, Cardiomyopathy, Myocardial ischemia and
Aortic stenosis (see Appendix Section A.4.3 for more details). Next, we col-
lected associated proxy SNPs (R? > 0.75) and applied our SNEEP workflow
separately to each of the resulting SNP sets. We used over 2.4 million regula-
tory elements from the EPIREGIO database as REM-gene interactions (details
on the used commands can be found in Appendix Section A.4.4). Figure 6.3
shows for each disease the number of lead and proxy SNPs, the number of
predicted rSNPs and the number of associated genes.

Applying our SNEEP workflow to cardiovascular disease GWAS identified hun-
dreds of protein coding and non-coding genes (see Figure 6.4A) Interestingly,
the amount of protein coding and non-coding genes is often similar. To sys-
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tematically analyze the properties of the associated genes, we visualized the
number of REMs affected by at least one rSNP per gene against the num-
ber of rSNPs linked to a gene (Figure 6.4B). We noticed that protein coding
and non-coding genes behave similarly in the number of associated rSNPs and
also in the number of affected REMs. We speculate that candidates for fur-
ther investigation might be genes with either a high number of REMs with
affected TFBS (upper right corner) or genes with REMs affected by more than
one rSNP (genes above the diagonal). Using these criteria and the expertise
of Jaya Krishnan’s group, we selected a few interesting non-coding candidate
genes. However, before validating these genes in the lab, we investigated if the
associated genes are meaningful in the context of the studied diseases.

6.3.2 Disease enrichment analysis supports that the predicted tar-
get genes might be involved in cardiovascular diseases

As a proof of concept, we first checked if the associated protein-coding genes
are known to play a role in the underlying cardiovascular diseases. Therefore,
we performed a diseases enrichment analysis using the DisGeNET database,
a large collection of known disease associated genes. The analysis computes
whether the identified protein-coding genes are enriched among the previously
associated disease genes within DisGeNET. For 4 of the studied diseases we
were able to run the analysis and detect significantly enriched phenotypes re-
lated to the disease (see Appendix Section A.4.6). For Myocardial ischemia
and Aortic stenosis less than 30 protein coding genes were predicted. Thus, we
omitted the disease enrichment analysis for these diseases because it would be
statistically underpowered.

Since the DisGeNET database mostly contains protein coding genes, we cannot
directly apply the same analysis for the non-coding genes. However, since we
were focused on ncRNA in this work, we aimed to provide evidence that also the
non-coding genes are relevant for the studied diseases. First, we searched in the
literature and existing databases, such as the Heart Failure database for known
RNA biomarkers (HFBD) (He et al., 2021) if the identified non-coding genes are
associated to the studied diseases. But none of our associated non-coding genes
was listed in existing databases. As an alternative we used an indirect strategy
to test whether the non-coding genes of a cardiovascular disease were signifi-
cantly associated to the corresponding disease. By assuming that non-coding
genes might have a direct or indirect effect on co-expressed genes, we conduct a
co-expression analysis as illustrated in Figure 6.5A. Therefore, we downloaded
9,662 RNA-seq samples from various cell types from the GTEx portal (GTEx
Consortium, 2017). By using Spearmans correlation coefficient as similarity
measure, we compared the expression of protein-coding genes with the expres-
sion of the identified non-coding genes. We gathered the top 10 most correlated
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Figure 6.4: Analysis of identified genes associated to rSNPs separated in protein
coding and non-coding genes. (A) A stacked bar plot per GWASs shows the number
of associated genes per category. (B) Dot plot showing, per gene, the number of REMs
affected by at least one rSNP (x-axis) and the number of rSNPs overall REMs linked
to a gene (y-axis) separated per GWAS. Genes are grouped into protein-coding, protein-
coding associated with the disease according to DisGeNET (see Appendix Section A.4.5),
non-coding, and non-coding genes experimentally studied in our paper (Zhu et al., 2023)
(circle colour). The dot size correlates with the number of genes having the same x- and
y- coordinate values.

protein coding genes for each non-coding gene (see Figure 6.5B). The resulting
set of protein coding genes for each disease is highly co-expressed to the non-
coding genes identified with our SNEEP pipeline. These co-expressed protein
coding genes were used to assess a disease enrichment analysis based on the Dis-
GeNET database. We list the used commands in Appendix Section A.4.6. For
the cardiovascular diseases with more than 30 non-coding genes, we observed
a strong enrichment of disease related phenotypes, as shown in Figure 6.5C.



109 The SNEEP workflow

A B C
Non-coding gene (NCG) 2000 Disease enrichment
A Protein-coding gene (PCG) 1500 o 3 analysis (FDR)
. . o
A Disease associated PCG 1000 £ ® ®@ 0 0 0 00 0000 ¢ 0 0 0 5B , Ry
500 IS =
8 25
17} EN ® FDR<=005
1. Collect co-expressed zoog e = <
PCGs for each NCG 8 o0 H x,
_ . S 1000 8= Zs Dot size relative
N PO G <8 |° Q@0 @@ ¢ ¢ 0o o 0 o 5 | op
A SATN Al ] 500 B Eby
(,04} YA/ =+ 29 EXd
VN A Ny = 0 ? ® o1
R N 2000 23
A (aoA; g% 0.01
A A‘\é," A 1500 B [ °
1000 é e o 0o 000000000000 5 @ 000
2. Investigate known 500 @ 0000001
disease genes among co- 0
expressed PCGs § 8 P S W SR SR R S St I I IR
P A g g & F & & \\'D\\o,&\@ & &SP
PN o S R K& D ¥ 3 5 & 5
e Uk 2 T NS RS TSI QP
A A A ] g Q P S SO NP NP NN PR,
{ \ ! } s 8 5T F P @ @ @ @ o 1€ TR N
N A s 3 S FFTEFSEF TS
A, = s g Ce S &@ & e Al S &
~— A i a P S S NI N & &
A on W%, R 3 35 & & Ea &
~ 2 5 2 &
A 8 LS < S &
O @ <° [S;

Phenotypes from DisGeNET

Figure 6.5: Disease enrichment analysis of protein coding genes co-expressed with
non-coding genes associated to the studied cardiovascular diseases. (A) Graphical
illustration of the co-expression analysis, where for each non-coding gene (NCG, cir-
cle) highly co-expressed protein-coding genes (PCGs, triangles) are identified. Using the
strongest correlated protein-coding genes, a disease enrichment analysis based on the
DisGeNET database is computed. (B) Barplot visualizing the number of non-coding and
co-expressed protein-coding genes per cardiovascular disease (row). (C) Dot plot showing
enriched cardiovascular phenotypes from the DisGeNET database (x-axis) for the top 10
co-expressed protein-coding genes for the studied cardiovascular disease with more than
30 associated non-coding genes (y-axis). The dot coloring represents whether a phenotype
is significantly enriched (FDR<= 0.05) and the dot size is relative to the FDR.

As a result, we concluded that the majority of the identified non-coding genes
might be relevant in the underlying cardiovascular disease, also including the
40 ncRNA selected for validation.

6.3.3 IGBP1P1 affects cardiac function in an in vitro model

Motivated by these findings, Jaya Krishnan’s lab studied 40 promising non-
coding candidate genes (blue marked in Figure 6.4B) in én vitro models mim-
icking the human heart for normal and disease conditions. They found that
ncRNA IGBP1P1 regulates cell size (Figure 6.6A) and cardiomyocyte contrac-
tility (Figure 6.6B-C) and concluded that inhibiting IGBPI1PI may improve
cardiac function in cardiovascular diseases. A detailed description of their ex-
periments, can be found in our preprint C'VD-associated SNPs with requlatory
potential drive pathologic non-coding RNA expression (Zhu et al., 2023).
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Figure 6.6: Results of the experimental validation of the ncRNA IGBP1P1. Barplots
show the difference between control and IGBPI1PI1-inhibited human cardiac organoids
for cell size (A) and beating frequency (B) for normal (normoxia) and disease (hypoxia)
conditions. The differences between the conditions are significant, where p-values less or
equal 0.05 and 0.01 are denoted with % and xx, respectively. (C) Tracks of the beating
frequency of control and /GBP1P1-inhibited human cardiac organoids for normal and
disease conditions are visualized.

6.3.4 Conclusion

In the presented application, we used our SNEEP workflow to identify genes
that might be affected by SNPs associated to a specific disease. Therefore,
we detected the rSNPs and linked them to their target genes. Further, we
applied a disease enrichment analysis using DisGeNET that supported our
findings. Experimentally, Jaya Krishnans lab verified that IGBPI1P1 affects
cardiac function in an in vitro model mimicking the human heart.

To sum up, we demonstrated that our SNEEP workflow combined with REM-
gene interactions can be extremely helpful to pinpoint to candidate genes worth
investigating.

6.4 Discussion

In this chapter we introduced our computational SNEEP workflow to predict
regulatory SNPs (rSNPs) and combined it with customized cell type or tissue
specific epigenetic data. For example, it is possible to provide RNA-seq data of
the studied cell type or tissue to exclude TFs not expressed, which reduces the
number of false positively predicted TF-SNP pairs. Further, one can limit the
analysis to SNPs only in accessible regions of the genome, if open chromatin
data is given. We also allow to link rSNPs to genes by using publicly available
REM-gene interactions, such as provided from EPIREGIO. Additionally, we
implemented functionalities which allow to interpret the result in several dif-
ferent ways. We highlight TFs which are associated to a loss or gain of function
and TFs that are more often affected than expected according to random SNP
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sets. The results of our SNEEP workflow are visualized in a summary report
specific for the given input SNP data. Within this summary report, we also
provide a table holding the associated genes and the number of affected rSNPs.
Thus, one can identify the genes whose regulation is affected by several rSNPs,
similar as in Figure 6.4.

We showed two possible applications of our SNEEP workflow. In the first one,
eQTLs from fibroblasts and lymphocytes were used to point to cell type-specific
TFs. To do so, we applied our TF enrichment statistic to compute a reliable
background distribution based on randomly sampled SNP sets. This is easily
possible because of the speed of our approach. We noticed that this kind of
analysis is rarely done, however, it can be useful to identify TFs which might
be interesting candidates for further investigation. For the outlined example,
we found for several of the predicted cell type-specific TFs evidence in the liter-
ature that associates it to the studied cell types. Further, the cell type-specific
TFs had higher average expression values than the non cell type-specific TFs,
which additionally supported their importance (see Figure 2.13B).

In the second application, we aimed to point to genes associated to a given
phenotype using the SNPs resulting from a GWAS. We were not interested in
which TF is affected, we used our statistical approach to detect the SNPs which
have an regulatory effect on the gene expression. Linking these rSNPs to genes
allowed us to highlight genes which might have a changed gene expression.
Other approaches to link SNPs to genes exist (outlined in Section 2.2.8), such
as the gene-based test. Rare SNPs are commonly omitted by a gene-based test
because no linkage disequilibrium information is available. Thus, especially for
rare SNPs our approach is favorable. If the SNP position and the wildtype and
alternative allele is known, our approach can decide whether it is an rSNP or
not.

To sum up, our SNEEP workflow, which combines our statistical approach to
detect rSNPs with epigenetic data and additional functionalities, is flexible and
fast, as well as suitable for many applications. We believe the workflow helps
to identify novel rSNPs, disease associated target genes and cell type-specific
TFs and by that contributes to better understand the molecular mechanisms
causing various traits and diseases.






Chapter

Conclusion and outlook

In this thesis, we contributed to a central question in genetics, which is to bet-
ter understand how genes are regulated. In the scope of this thesis three main
topics were addressed.

How to precisely predict the motif that describes a TFs’ binding behavior? Is
it possible to improve existing methods by incorporating the DNA binding do-
main?

In Chapter 3, we addressed these questions by introducing our new method
MassiF. We showed that on human TF ChIP-seq data the performance of
existing TF motif enrichment tools, such as CentriMo (Bailey and Machanick,
2012) and PASTAA (Roider et al., 2009) do benefit from the incorporation of
the TF’s DNA binding domain (DBD) information. Based on the observation
that TFs with the same DBD often have similar motifs, we developed a domain
score. It evaluates the similarity of a given motif to the motifs of TFs that be-
long to the same DBD. The domain score is either used as a filter, to exclude
unlikely candidate motifs before applying existing TF motif enrichment tools,
or utilized in a meta analysis, where the p-value of the domain score is com-
bined with the p-values of existing tools. To conclude, our method MASSIF can
be used to link a binding motif to a TF.

A limitation of MASSIF is that TF ChIP-seq data is required to assign a motif
to a TF. This is because we incorporate CentriMo, which is a TF enrichment
tool only working on TF ChIP-seq data. For PASTAA it is necessary to pro-
vide regions where it is assumed that the TF binds to, which is fulfilled by TF
ChIP-seq regions. However, we noticed that often for less studied TFs where
no TF binding motif is known, also no ChIP-seq data is available. In those
cases, our current version of MASSIF cannot be applied. Nevertheless, it might



Discussion 114

be possible to use the concept of the domain score. To do so, we would have
to exclude CentriMo and derive the set of input sequences for PASTAA with
a different strategy. For instance, we could assume that genes which are co-
expressed with the studied TF might also be regulated by this TF. For these
co-regulated genes, we could infer REMs using for instance EPIREGIO to de-
rive genomic regions, where we assume that the TF might bind to. However,
this is a more complex task, since such an input sequence set contains much
more false positives than TF ChIP-seq data. Similar to our current version of
MASssIF we could use the domain score either as filter or in a meta analysis.
Adapting MASSIF in such a way would make the method much more flexible
to apply since only expression data of the studied TF is required. Since we did
not explore the performance of PASTAA on such less specific sequence sets, we
do not know how robust it is against false positive sequences and, thus, a more
thorough analysis is required.

Throughout this chapter and the entire thesis we used PWMs to represent the
binding preferences of TFs. PWMs are sometimes criticized because they as-
sume that the positions within a motif are independent of each other, which is
a simplification and therefore not always true. Several other models are avail-
able to describe the binding behavior of a TF, such as SLIM (Keilwagen and
Grau, 2015), BEM (Zhao et al., 2012) or TFFM (Mathelier and Wasserman,
2013) (see Section 2.2.3), which try to overcome this drawback. However, we
decided that PWMs are the best model for us to use, since they are available
for hundreds of TFs, easy to handle and commonly applied, as for example in
the TF motif enrichment tools CentriMo and PASTAA.

As already outlined in Section 3.4, the concept of MASSIF’s domain score is
independent of the TF model used. The observation that TFs with the same
DBD tend to have similar motifs, should be true for any TF model. If a simi-
larity measure for the considered TF model exists, the score can be derived.

How to detect REMs and their associated target genes? How to identify those
REMs active in the studied cell type or tissue? Is such information publicly
available and how to easily access it?

In Chapter 4, we dealt with these questions and introduced our EPIREGIO
webserver, a resource that holds REMs associated to target genes predicted
by STITCHIT (Schmidt et al., 2021). Our webserver is publicly available and
allows to easily query for REMs associated to genes and REMs overlapping
genomic regions. For each REM, we provide a score describing the activity
of the REM in the cell type or tissue of interest in comparison to all other
cell types included in the database. One can prioritize REMs based on their
contribution in the studied cell type or tissue. Based on the cell type-specific
REMs, we have identified an interesting candidate TF KLFJ. In cooperation
with the lab of Stefanie Dimmeler, we showed that KLF/ regulates gene ex-
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pression changes in circPLOD2 depleted pericytes. In a second application, we
used EPIREGIO to detect candidate genes affected by non-coding target sites
of a genome-wide CRISPR-Cas screen that induce chemotherapy resistance.
Further, we identified TFs enriched in the active REMs that overlap a target
site of the screen. Several of the identified genes and TFs are known to play a
role in cancer growth or chemoresistance.

With the EPIREGIO webserver we provided a resource that can be used to an-
swer a variety of scientific questions in many different scenarios. For instance,
it is possible to explore gene regulatory networks of genes based on genomic
regions, to identify target regions for experimental setups or to analyze can-
didate genes of TFs. However, EPIREGIO is currently limited to human, even
though such a resources would also be beneficial for other species, such as
mouse. Given a suitably large data set, a similar webserver could be set up for
arbitrary species.

The EPIREGIO webserver currently contains REMs identified on 46 cell types
and tissues. It could be that the studied cell type or tissue is not included in
EPIREGIO, as it also happened throughout this thesis. To still consider the
REMs in a cell type-specific manner, we either filtered for those REMs over-
lapping with open chromatin regions of the studied cell type (see Section 4.2)
or computed the cell type or tissue DNasel signal similar as we did for the cell
types and tissues included within our EPIREGIO webserver (see Section 4.3).
To avoid such additional steps, we currently run STITCHIT on the larger
dataset provided by the THEC consortium (Bujold et al., 2016) and update
our EPIRECIO webserver. These efforts are going to improve the REMs, their
association to genes and the coverage of cell types.

How to assess non-coding genetic variations? What is their impact on TF
binding sites and how do they affect gene expression?

In Chapter 5 we explained our statistical approach to evaluate whether a SNP
is regulatory. Therefore, we introduced the maximal differential TF binding
score, which can be well approximated by a modified Laplace distribution. As
a consequence, we can easily compute a p-value for this score. On experimen-
tally validated TF-SNP pairs our approach improves the results in comparison
to the previously established method atSNP, while being an order of magni-
tude faster. In the following Chapter 6, we combined our statistical approach
with epigenetic data and further functionalities to our SNEEP workflow. This
workflow allows to exclude TFs not expressed in the studied cell type or tissue,
to link regulatory SNPs (rSNP) to target genes using REM-gene interactions
(e.g. provided by EPIREGIO), or to conduct a TF enrichment statistic to iden-
tify TFs highly affected by the given SNPs. To outline how flexible the SNEEP
workflow can be used in various kinds of settings we provided two applications.
We utilized our SNEEP workflow to point to TFs which are at least two times
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more often affected by eQTL SNPs of lymphocytes and fibroblasts than ex-
pected. Several of these TFs are known to be important for the studied cell
types. In the second application, we were able to identify genes associated to
cardiovascular diseases by linking rSNPs detected with SNEEP to genes using
REM-gene interactions. Among them is the non-coding gene IGBP1P1 which
has been verified in the lab of Jaya Krishnan to affect cardiac function in a
cardiac organoid model.

Motivated by this finding, it might be interesting to evaluate GWAS in a large
scale not only for cardiac diseases. Given the speed of our statistical approach,
we could for instance determine rSNPs for all GWAS listed in the GWAS Cat-
alog (Buniello et al., 2018). Further, we could link the rSNPs to target genes
and perform the TF enrichment statistics. The results might contain interest-
ing candidate TFs and genes worth investigating in more detail and therefore,
this might be an inspiring resource for the community.

Tools that assess rSNPs, such as atSNP (Zuo et al., 2015) or is-rSNP (Macin-
tyre et al., 2010), rely on PWMs, which are sometimes criticized for the reasons
explained above. However, a recent publication of Boytsov et al. (2022) out-
lined that PWMs are powerful enough to evaluate non-coding SNPs and that
more complex models, such as the support vector machine they compared to,
do not automatically result in a significantly better prediction. Since our sta-
tistical approach to identify rSNPs is independent of the TF model used, we
nevertheless think it would be interesting to try a different TF model, such as
SLIM or TFFM instead of PWMs and compare the performance.

Further, our approach is independent of the studied cell type or tissue. Cur-
rently, we incorporate the cell type-specificity by including epigenetic data of
the studied cell type and by cell type-specific REM-gene interactions. However,
an interesting idea could be to combine the outcome of our statistical approach
with a model that evaluates the effect of a SNP in a more cell type-specific
manner. Using models like the Basenji (Kelley et al., 2018) or Enformer (Avsec
et al., 2021b), which are deep convolutional neural networks that predict cell
type-specific epigenetic profiles and thus could be used to assess the effect of
a SNP on the chromatin level. Such models are usually not able to infer the
affected TF. Thus, a meta analysis that combines the p-value of our statis-
tical approach and the p-value of a more cell type-specific model might be a
possibility to detect cell type-specific rSNPs.
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Appendices

In this section, we provide further tables and figures, detailed information how
our methods are applied and also further details of our analyses separately for
each chapter.

A.1 Further information to Chapter 3

In the following we outline in more detail which DNA-binding domains are
considered in our DBD collection, and explain how we prepared the ChIP-seq
data for evaluating our approach.

A.1.1 DNA binding domains of the TFs within the DBD collection

Table 1 lists the 30 DBDs observed within the JASPAR database and the
structural TF class according to the TFClass system. The structural TF class
was used as DBD.

| DBD number | DBD | # clusters |

DBD 1 Basic helix-loop-helix factors (bHLH) 42
DBD 2 Basic leucine zipper factors (bZIP) 28
DBD 3 Nuclear receptors with C4 zinc fingers 22
DBD 4 Homeo domain factors 57
DBD 5 High-mobility group (HMG) domain factors | 13
DBD 6 Tryptophan cluster factors 23
DBD 7 SMAD/NF-1 DNA-binding domain factors | 4

DBD 8 STAT domain factors 5

DBD 9 Other C4 zinc finger-type factors 4
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DBD 10 Rel homology region (RHR) factors 8
DBD 11 Heat shock factors 2
DBD 12 p53 domain factors 2
DBD 13 C2H2 zinc finger factors 35
DBD 14 C2CH THAP-type zinc finger factors 1
DBD 15 Fork head / winged helix factors 21
DBD 16 T-Box factors 10
DBD 17 MADS box factors 4
DBD 18 DM-type intertwined zinc finger factors 1
DBD 19 ARID domain factors 2
DBD 20 Heteromeric CCAAT-binding factors 1
DBD 21 Paired box factors 6
DBD 22 Basic helix-span-helix factors (bHSH) 8
DBD 23 Runt domain factors 2
DBD 24 TEA domain factors 4
DBD 25 GCM domain factors 1
DBD 26 TATA-binding proteins 1
DBD 27 Grainyhead domain factors 1
DBD 28 SAND domain factors 1
DBD 29 Psg-type HTH domain 1
DBD 30 CRC domain 1

Table 1: DNA-binding domains of the TFs within the JASPAR database.

A.1.2 ChIP-seq data preparation

To evaluate our method MASSIF, we downloaded 102 TF ChIP-seq datasets
assayed in the human cell line K652 from ENCODE (The ENCODE Project
Consortium, 2012). The ENCODE accession numbers are listed in Table 2. We
used optimal IDR threshold peak calls in narrow bed format computed with
the uniform ENCODE processing pipeline and version GRCh38 of the human
reference genome. In the case that more than one peak file was available for a
TF, we randomly chose one. Next, we used the BEDTools (Quinlan and Hall,
2010) getfasta functionality to extract the genomic sequences corresponding
to the ChIP-seq peaks. In the header of the fasta file, we listed the genomic
location of the sequences, extended by the signalValue provided in the bed files.
If a tool that links motifs to TFs based on TF-associated sequences requires a
biological information we used this signalValue provided by the ChIP-seq data.
Sets of different sequence length are obtained from the middle of the peaks.
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] TF \ accession number H TF \ accession number ‘

ZFX ENCFF5720WY JUN ENCFF394CEC
MAFK ENCFF002CXC MAFF ENCFF002CXB
MAFG ENCFF393CCU ZNF143 ENCFF002CYR

BHLHE40 | ENCFF002CVQ ZNF263 ENCFF002CYS
RELA ENCFF931SVP NFIC ENCFF092TVM

SP1 ENCFF452LDK CREB3 ENCFF606EUI
NR2C2 ENCFF789AXP NR2C1 ENCFF664ZGR
GATA2 ENCFF002CMA GATA1 ENCFF632NQI

RFX5 ENCFF002CXV ARNT ENCFF447F10
RFX1 ENCFF010UHD TCFT7L2 ENCFF556FYF
FOXA1 ENCFF765NAN RUNX1 ENCFF545WXN
TCF12 ENCFF912LXU CTCF ENCFF002CLS
HINFP ENCFF558VAL TCF7 ENCFF512IAT
ESRRA | ENCFF592GWM BACH1 ENCFF365WQR
EGR1 ENCFF558JBX MNT ENCFF459DYU
ELK1 ENCFF002CWO NFE2 ENCFF312XHI
ZBTB33 | ENCFF002CMY FOXJ2 ENCFF1751UD
CUX1 ENCFF556HMX E2F7 ENCFF013EHI

PKNOX1 | ENCFF062VBB ETV1 ENCFF804KSB

IRF2 ENCFFS886EVL MGA ENCFF525MPI
ETV6 ENCFF660VPM TBP ENCFF002CYK

IRF9 ENCFF863WCN MEF2A ENCFF002CMD
CREM ENCFF021XJN MEF2D ENCFF257RYT

HES1 ENCFF01000E TFDP1 ENCFF600MGE

YY1 ENCFF002CMX SMAD?2 ENCFF186MFI
IKZF1 ENCFF9940QH STAT2 ENCFF002CYG
STAT1 ENCFF002CYB ZNF740 ENCFF301FKQ
NR2F6 ENCFF712AXK NR2F1 ENCFF363IQN

USF2 ENCFF002CYP USF1 ENCFF002CMV
FOSL1 ENCFF002CLY ZBED1 ENCFF388TYU

TAL1 ENCFF002CYH E2F6 ENCFF002CLU
IRF1 ENCFF002CWW MAX ENCFF002CXD
LEF1 ENCFF043YZF MYC ENCFF002CWD

NFYB ENCFF002CXJ SREBF1 | ENCFF77TTMYW
GABPA ENCFF002CLZ NRF1 ENCFF782YFS
JUNB ENCFF739XTO JUND ENCFF002CWZ
ELF1 ENCFF617ZLL NFYA ENCFF002CXI
MITF ENCFFO7INYD MYBL2 ENCFF905K0OD
SOX6 ENCFF431STY ELF4 ENCFF539SXG
TEAD4 ENCFF002CMT KLF13 ENCFF381GEK
CEBPB ENCFF002CVV CEBPG ENCFF086CSF
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Table 2 — continued from previous page

] TF \ accession number H TF \ accession number ‘
KLF16 ENCFF844HBQ CTCFL ENCFF002CLT
ETS2 ENCFF772HOY ETS1 ENCFF002CLX
KLF1 ENCFF287GDT ZBTB7A | ENCFF002CMZ
NR4A1 ENCFF859NPS REST ENCFF002CMF
PBX2 ENCFF269EMM ARID3A ENCFF002CVL
THAP1 ENCFF002CMU E2F5 ENCFF468VJV
E2F4 ENCFF002CWM E2F1 ENCFF445VTT

HMBOX1 | ENCFF718DFX CREB3L1 | ENCFF566HGU
ATF7 ENCFF371SJR ATF1 ENCFF030HWZ
ATF3 ENCFF002CLN ATF2 ENCFF803FHN

Table 2: Accession numbers of the downloaded TF ChlIP-seq dataset.

A.2 Further information to Chapter 4

In the following, for each kind of EPIREGIO’s REST API query a detailed
instruction and an example is provided. Thereafter, the Python package request
is used as an example how to access our database via HTTPS requests. Further,
we outline the result of the literature search for the CRISPR -Cas analysis and
the second CRISPR-Cas screen. Finally, we explain the details about our
bioinformatics analysis within the circPLOD2 project.

A.2.1 Examples of the queries of the REST API

The queries of EPIREGIO’s REST API allow to retrieve the same information
as the web interface provides. The general syntax of the queries is

https://epiregio.de/REST_API/<query>/<optionalParamters>/<input>/.

The result is given in JSON format.

GeneQuery: Given one or more ensembl IDs or gene symbols, the GeneQuery
returns all REMs associated to the given genes. The following information is
provided: genelD, geneSymbol, REMID, chr, start, end, regressionCoefficient,
p-value, model score, version of the EPIREGIO database, number of REMs per
CREM, CREM ID, and a list of the cell type or tissue score and the DNasel
signal of the cell type used in STITCHIT. In comparison to the web interface
it is not possible to only select a subset of the used cell types or tissues, nor
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to specify a cutoff for the celltype and tissue associated score/signal. In the
following an example HTTPS request to retrieve the REMs for multiple genes
is given:

https://epiregio.de/REST_API/GeneQuery/ENSG00000138232_ENSGO0000274220/

RegionQuery: This query returns for one or several genomic regions REMs
that overlap with at least one of the regions for a user-defined percentage.
The genomic region is expected as chr:start-end, with start < end. The user-
defined percentage of overlap can be specified optionally, the default is 100%.
The same information as for the GeneQuery is given as output. The following
HTTPS request, returns REMs lying completely within the given regions:

https://epiregio.de/REST_API/RegionQuery/chrl6:75423800~75424410_chr2:1369428-1369900/

The second example provides the resulting REMs that overlap at least 50%
with the given region:

https://epiregio.de/REST_API/RegionQuery/50/chrl6: 75423948-75424405/.

REMOQuery: Given one or several REM IDs, one can look up all information
stored about the given REMs, like the associated target genes, the genomic
position or the model score. The input is expected to be a valid REM ID. The
output format is the same as for the GeneQuery and the RegionQuery. In the
following an example with three REM IDs is shown:

https://epiregio.de/REST_ API/REMQuery/REMO000011_REM0O000006_REM00000111/

CREMOQuery: This query lists all REMs contained within one or several
given CREM IDs. The given information per REM are the same as for the
GeneQuery. An exemplary HTTPS request is given below:

https://epiregio.de/REST_API/CREMQuery/CREM0000132_CREM0000018/

Genelnfo: Given one or several Ensembl IDs, general information about the
genes e.g. the genomic position, the gene symbol or the strand is returned.
For the genes ENSG00000223977 and ENSG0000022397 the information can
be retrieved as following:

https://epiregio.de/REST_API/Genelnfo/ENSG00000223977_ENSGO0000223979/


https://epiregio.de/REST_API/GeneQuery/ENSG00000138232_ENSG00000274220/
https://epiregio.de/REST_API/RegionQuery/chr16:75423800-75424410_chr2:1369428-1369900/
https://epiregio.de/REST_API/RegionQuery/50/chr16:75423948-75424405
https://epiregio.de/REST_API/REMQuery/REM0000011_REM0000006_REM00000111/
https://epiregio.de/REST_API/CREMQuery/CREM0000132_CREM0000018/
https://epiregio.de/REST_API/GeneInfo/ENSG00000223977_ENSG00000223979/

Further information to Chapter 4 124

import requests

regions = [’ENSG00000275675°, ’ENSG00000123201°, °
ENSG00000138231°] # genes of interest
results = [] # Listi, where the output is stored

# loop over all genes
for g in genes:

url = ’https://epiregio.de/REST_API/GeneQuery/’ + g
+ )/)

api_call = requests.get (url)

if api_call.status_code != 200: # In case the page

does not work properly.
print ("Page Error")
for hit in api_call. json():
results.append ([hit [’REMID’], hit[’chr’],
hit[’start’], hit[’end’], hit[’cellTypeScore’][’heart’
1D

print (results)

Code 1: Accessing EpiRegio’s REST API via Pythons package Requests. Example
showing how to retrieve for a given gene the associated REMs

A.2.2 Programmatic access to the REST API via Python

To regularly extract data from our website or to include EPIREGIO’s queries
within a script, it is possible to call our REST API outside of a browser.
To do so, a program is needed that allows to build HTTPS requests, for in-
stance the Python package Requests. In Code 1 an example is shown, where
the REMs associated to the genes ENSG00000275675, ENSG00000123201 and
ENSG00000158231 are gathered and the REM ID, the genomic position and
the cell type or tissue score for heart are given as output.

A.2.3 CRISPR-Cas analysis: Genes associated to doxorubicin re-
sistance, chemoresistance against other drugs or cancer growth

For the genes, for which we found literature evidence to be associated to
chemoresistance against doxorubicin or other cancer drugs as well as to cancer
growth are outlined below (see also Table 4.1 in Chapter 4).

MMP9 and NCOAS5: Myocytes treated with doxorubicin show an increas-
ing ROS formation leading to an increase of Myocardial Metallo Proteinases


https://requests.readthedocs.io/en/latest/
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(MMPs) expression, namely MMP2 and MMP9 (Spallarossa et al., 2006).
These findings are in agreement with our prediction that a REM modified by
a gRNA on chromosome 20 is a regulatory site of MMP9. In addition, it was
shown that NCOA5 was upregulated in colorectal cancer leading to a higher
expression of MMP9 and Cyclin D1, whereas the expression of p27 was lower
through PI3K/AKT pathway. This enhances cell proliferation, migration and
invasion (Sun et al., 2017).

NT5C2: Mutations in the gene NT5C2 are known to lead to treatment resis-
tance against thiorubin in acute lymphocytic leukemias (Dieck and Ferrando,
2019).

ANXA7: Liu et al. (2020) observed that ANXA7 expression is increased
in multiple myeloma cells. They hypothesize that ANXA7 promotes cell cy-
cle, proliferation and cell adhesion-mediated drug resistance via the upregula-
tion of CDC5L. Another study analyzing diffuse large B-cell lymphoma with
a weighted gene co-expression network identified ANXA7 as associated with
overall survival of patients treated with chemotherapy including doxorubicin
among other drugs (Gao et al., 2020).

TMEM219, GDPD3, and DOCZ2A: A gRNA overlapping with active REMs
on chromosome 16 is of particular interest since we discovered literature evi-
dence for 3 out of 4 associated genes. It has been shown that TMEM219,
a IGFBP-3 receptor, is associated to promote antitumoric effects of IGFBP-
3 (Cai et al., 2020). The expression of GDPDS3 as well as the protein abundance
of GDPDS3 is linked to a positive response to neoadjuvant chemotherapy in
urothelial carcinomas (Baras et al., 2015). A genome-wide screen for induced
genes after doxorubicin treatment in cancer cell lines (Indermaur et al., 2010)
identified that among other genes GDPD3 and DOC2A showed differential ex-
pression.

TMFEM199: In cisplatin resistent oesophageal adenocarcinoma cells the gene
expression of TMEM199 was upregulated, pinpointing to its potential role in
chemoresistance (Buckley et al., 2019).

SLC25A10: Potential cancer therapy targets are proteins that belong to the
family of mitochondrial carriers, to which the product of the gene SLC25A410
belongs to (Rochette et al., 2020). It was shown, that a high protein level of
SLC25A10 is linked to high metastasis potential as well as a lower relapse-free
survival in osteosarcomas (Wang et al., 2020).

PFKP: Moon and others found that PFKP, which is regulated by KLF4 is
involved in cell proliferation in breast cancer cells (Moon et al., 2011). Further,
in lung cancer it was observed that high expression levels of PFKP is correlated
with tumor aggressiveness and growth (Shen et al., 2020).

MGTS2: Endoplasmic reticulum stress and doxorubicin or 5-fluorouracil treat-
ment induce the expression of MGTS2, and by that LTC4, which triggered
DNA damage and cell death (Dvash et al., 2015). Dvash et al. demonstrated
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Figure 1: Functional analysis of candidate genes. Protein-protein association network
of the genes associated to active, genomically modified REMs derived using the STRING
database (Szklarczyk et al., 2020). The network includes all genes from Table 4.1 and 10
additional interactors/proteins (marked with orange box) highly connected to the genes
provided as input.

that MGTS2-deficient mice are resistant against 5-fluorouracil treatment. In
addition, they hypothesized that in cell lines which do not express MGTS2
commonly used cancer drugs like doxorubicin or 5-fluorouracil can not activate
the MGST2-LTC4 pathway to trigger DNA-damage and cell death.

A.2.4 CRISPR analysis: Protein-protein association network

In Figure 1 the resulting protein-protein interaction network for the 35 associ-
ated genes from Table 4.1 in Chapter 4 is shown.

A.2.5 CRISPR-Cas analysis: Literature evidence for TFs enriched
within the REMs of candidate target genes

In the following the association between the enriched TFs and chemoresistance
against doxorubicin or other cancer durgs as well as cancer growth are ex-
plained in more detail (see also Table 4.2 in Chapter 4).

NR2C2 and NR2F2: For NR2C2 (or testicular nuclear receptor TR4) it
has been shown that it can suppress cancer invasion by the prevention of infil-
tration of macrophages (Hu et al., 2019). Further, in the same publication it
was demonstrated that the sensitivity of docetaxel chemotherapy in prostate
cancer can be enhanced by utilizing antagonists against NR2C2. Further, the
TF NR2F2 (or Chicken ovalbumin upstream promoter transcription factor II,
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COUP-TF2), which is expressed in different types of colorectal carcinoma, is
known to promote the resistance to doxorubicin (Wang et al., 2016). We found
several reviews that point to the important role of nuclear receptors during the
development of cancer like breast or prostate cancer, and the potential to tar-
get them with cancer drugs (Zhao et al., 2019; Riggins et al., 2010; Wu et al.,
2016). Within our analysis we identified not only NR2F'2 and NR2C2 factors,
but also RARA, NR3C1, NR2C1 and THRB as nuclear receptors.

SREBF1 and SREBF2: Recently, G protein-coupled receptor 120 (GPR120)
was identified to be a chemoresistance promoting factor in breast cancer (Wang
et al., 2019). GPR120 mediates fatty acid synthesis and within this process
the authors identified several factors, like SREBF1 and SREBF2. As a conse-
quence of the increased lipid synthesis, the cell membrane has a different lipid
composition, which may prevent the drug from being absorbed.

RUNXS3: In human lung adenocarcinoma it has been shown that the down
regulation of RUNXS is linked to docetaxel resistance when Aktl-mediated
signaling is activated (Zheng et al., 2013). When RUNX3 is overexpressed, the
AKT expression is decreased, and a higher sensitivity for cancer drug treat-
ment is observed.

ATF3: The TF ATFS3 is well known to play a role in cellular stress response
and is therefore enriched in cells exposed to stress signals (Hai et al., 1999).
Further, it has been reported that under doxorubicin treatment ATF3 is in-
volved in cell death and cell cycle progression (Nobori et al., 2002; Park et al.,
2012). However, an open question is whether ATF3 works as a negative or
positive regulator.

ATF2, ATF7 and AP-1: The TFs ATF2 and ATF7 are homologous mem-
bers in the activator protein 1 (AP-1) family. In mouse it has been shown
that MY C-expressing lymphoma cells are resistant against doxorubicin induced
apoptosis when the TFs ATF2 and ATF7 is lost (Walczynski et al., 2013). In
addition, the authors hypothesize that ATF2/ATF7 play an important role in
suppressing oncogenic transformation. Another study found that upregulating
AP-1 leads to resistance to cancer drugs (Wang et al., 2018Db)

A.2.6 CRISPR-Cas analysis: Evaluation of two additional screens

In this section, we outline the details of the results of the additional screens
(both published in (Klann et al., 2017)) we tested our analysis protocol on.
Analysis of the $-globin locus: Klann et al. (2017) studied the §-globin
locus in a K562 myelogenous leukemia cell line. This locus incorporates 5
globin genes of which 3 (HBE1, HBG1 and HBG2) were highly expressed in
the studied cell line. Further, 5 DNasel hypersensitive sites (DHSs) were iden-
tified upstream of the 8-globin locus, which fall within the region that is known
to control the expression of the 8 globin genes in the studied locus (Levings
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and Bungert, 2002). The authors identified 7 gRNAs that either overlap a
DHS or the promoter of HBG1 or HBG2 and thereby significantly change the
gene expression of HBE1. We applied our analysis pipeline to determine po-
tential target genes, and identified several REMs associated to HBE1. Further,
among the associated genes we observed the genes HBG1, HBG2, HBD, and
HBB, which are located within the S-globin locus, and genes from the olfac-
tory receptor gene 51 subfamily B, namely OR51B2, OR51B4, OR51B5 and
OR51B6.

Analysis of gRNA target sites effecting HER2 expression Next, we ap-
plied our analysis pipeline to 31 gRNA target sites significantly increase or de-
crease the expression of HER2 (synonym ERRB2) identified with a screen done
in the HER2-positive cancer cell line SKBR3. Among the 11 target genes we
detected HER2. Further, the gene GRB7 was identified, which is co-expressed
with HER2 in some breast cancer cells (Nadler et al., 2010).

A.2.7 CircPLOD2 analysis: Identification of REMs linked to DEGs
and TF motif enrichment analysis

Using EPIREGIO’s Gene Query we extracted 68.087 REMs for the top 1000
DEGs after circPLOD2 depletion. The DEGs are sorted by the adjusted
p-value (Benjamini-Hochberg correction) collected from DESeq2 result. The
DNasel-seq data to check for active REMs and to sort the REMs according
to the DNasel signal in human brain pericytes was taken from the ENCODE
portal (The ENCODE Project Consortium, 2012; Luo et al., 2019) with the
identifier ENCFF353QSZ. For the 16.901 active REMs, the DNA sequence
was obtained using bedtools getfasta functionality (version 2.27.1) (Quinlan
and Hall, 2010) for the human genome version hg38. We downloaded 633 hu-
man TF binding motifs from the JASPAR database (version 2020) (Fornes
et al., 2019) and excluded those not or weakly expressed in our RNA-seq data
(TPM <= 1), resulting in 292 TFs. For the TF motif enrichment analysis
we used PASTAA, which identified 95 TF significantly enriched (adjusted p-
value less or equal 0.01, Benjamini-Hochberg correction). Next, we determined
the TF binding sites of the enriched TFs within the REMs using FIMO (ver-
sion meme-5.2.0) (Grant et al., 2011). Then, we counted the number of pre-
dicted binding site for each TF and for each REM and visualized the counts
as a heatmap utilizing R’s complexHeatmap package. A slightly modified
workflow of this analysis can be found on our EPIREGIO GitHub repository:
https://github.com/Team
Regio/ApplicationScenarioExamples/tree/master/PASTA _Fimo_ analysis.


https://github.com/TeamRegio/ApplicationScenarioExamples/tree/master/PASTAA_Fimo_analysis
https://github.com/TeamRegio/ApplicationScenarioExamples/tree/master/PASTAA_Fimo_analysis
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A.2.8 CircPLOD2 analysis: Computation of chromatin accessibil-
ity profiles

Using deeptools (Ramirez et al., 2016), we visualized the DNasel signal of
REMs with at least one predicted KLF4 binding site (3,025 of the 68,086
REMs). We extracted the positions of the REMs, and extended them to 4
kb long regions with the REM centered in the middle. Additionally, we re-
quired the DNasel signal from the human brain pericytes used for the TF
motif enrichment analysis. The following two commands were used:

computeMatrix reference-point -S <DNaseSignal.bigWig> -R <
REMs> -a 2000 -b 2000 -o <output.tab.gz> - -
referencePoint center

plotHeatmap -m <output.tab.gz> -o <heatmap.pdf> --
regionsLabel REMs.with.KLF4.binding.site --
legendLocation none --samplesLabel DNase-signal -x '’
distance (bp)’

A.3 Further information to Chapter 5

In this section, we provide the commands used to run our statistical approach
and atSNP.

A.3.1 Utilized commands to apply our approach and atSNP

For a better reproducibility of our results, we provide all executed commands
and the input files in a ZENODO repository (https://doi.org/10.5281/zenodo.75
88272, for details see Section A.5.2). For all analyses we used the genome ver-
sion hg38, besides for the SNP-SELEX data where we used hgl9. The dataset
specific input files are indicated with <>. The SNP and motifs data for the
different dataset for our approach and atSNP are provided in their required
format, the content is the same.

Commands to apply our statistical approach

In the following the used commands to run our approach are listed. All scripts
and more details on how to run them can be found in our GitHub repository:
https://github.com/SchulzLab/SNEEP.

As a first step, we need to estimate the scale parameter b for the used PWMs
using


https://doi.org/10.5281/zenodo.7588272
https://doi.org/10.5281/zenodo.7588272
https://github.com/SchulzLab/SNEEP
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bash estimateScalePerMotif.sh 200000 <motifs> <outputDir> <
motifNames> 1.9

As motifs we used the file combined__Jaspar__Hocomoco _Kellis _human,__transfac
_ jaspar_2022.txt, which can be obtained from our ZENODO data repository.
motifNames lists the names of all TF motif for which we wish to compute b.
The result is a file providing for each considered TF model the estimated scale
parameter b, called estimatedScalesPerMotif 1.9.txt in the following.

To compute the results for the ASB events, the SNP-SELEX data and the
runtime analyses we used the following command:

time ./src/differentialBindingAffinity_multipleSNPs -o <
outputDir> -n <numberCores> -p 1.0 -c 1.0 -s
estimatedScalesPerMotif_1.9.txt -j O <motifFile> <input
-snps> <path-to-genome-file>.

The file motifFile can be found in our ZENODO data repository as well as the
mput-snps:
e ASB events: motifs_ASB.txt, snps_ ASB.txt

o SNP-SELEX data: motifs_ SNP__ SELEX.txt, snps_ SNP_ SELEX.txt

o randomly sampled data: motifs: combined_Jaspar_Hocomoco_Kellis
__human__transfac_jaspar__2022.txt and the randomly sampled SNPs can
be found in the files sampledSNPsi.txt with ¢ € {100, 500, 1,000, 10, 000,
20, 000, 40,000} .

A.3.2 Commands used to run atSNP

To run atSNP (version 1.14.0) the following commands where executed in R:

pwms <- LoadMotifLibrary(<motifFile>, tag = "MOTIF",
skiprows = 2, skipcols = 0, transpose = FALSE, field =
2, sep = " ", pseudocount = 0)

snps <- LoadSNPData(filename = <snpFile>, genome.lib = <

genomeVersion>)

scores <- ComputeMotifScore (pwms, snps, ncores = <
numberCores >)

diffBind <- ComputePValues (motif.lib = pwms, snp.info = snps
s motif.scores = scores$motif.scores, ncores = <
numberCores >)

The used motif input files and the SNP files are uploaded to our ZENODO
data repository:
e ASB events: motifs ASB_atSNP.txt, snps ASB_ atSNP.txt,
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e SNP-SELEX data: motifs SNP__SELEX atSNP.txt, snps_ SNP__
SELEX_ atSNP.txt

o randomly sampled data: motifs: motifs JASPAR_HOCOMOCO _ Kellis
_1.9.meme and the randomly sampled SNPs can be found in the files
sampledSNPsi__atSNP.txt with ¢ € {100, 500, 1.000, 10, 000, 20, 000, 40, 000}.

As genomeVersion we used "BSgenome.Hsapiens.UCSC.hg38" for the ASB

events and "BSgenome.Hsapiens.UCSC.hg19" used for the SNP-SELEX data.

A.4 Further information to Chapter 6

A.4.1 A summary report for the GWAS atherosclerosis

The atherosclerosis GWAS was download from the GWAS Catalog with the ID
EFO__0003914, including the child traits carotid atherosclerosis (EFO__0003914)
and peripheral arterial disease (EFO_0009783). We excluded all indels, dupli-
cate SNPs and all SNPs from GWAS not based on a European cohort. For
the remaining 255 out of 261 SNPs, we determined the SNPs in linkage dis-
equilibrium (LD) applying SNiPA (Arnold et al., 2014) using as population
the European cohort and an LD threshold of 0.8. We gathered 4,326 unique
proxy SNPs. We computed the D, ., p-value for each collected SNP associated
to atherosclerosis. As input motifs we used 817 non-redundant human motifs
from the JASPAR (version 2022), HOCOMOCO and Kellis ENCODE motif
database. We ran our SNEEP workflow with following command:

time ./src/differentialBindingAffinity_multipleSNPs -o <
outputDir> -n 10 -p 0.5 -c 0.001 -r REM.txt -s
estimatedScalesPerMotif_1.9.txt -g ensemblID_GeneName.
txt -j 1000 -1 10 -k dbSNPs_sorted.txt
combined_Jaspar_Hocomoco_Kellis_human_transfac_jaspar2022
.txt <input-snps.txt> <path-to-genome-file>

The files interactionsREMs.txt, ensemblID _GeneName.txt and dbSNPs__sorted.txt
can be found in our github repository and in our ZENODO data repository, the
SNPs of the GWAS atheroclersis are stored in the file snps_atherosclerosis.txt
and the motifs are provided in the file combined_Jaspar Hocomoco__Kellis
human__transfac_jaspar_2022.tzt. 1If the D4, p-value is < 0.001, we assumed
that the binding site of a TF was significantly affected by the considered SNP.
We linked the rSNPs to genes using the REM-gene interactions from EPIRE-
c10 (Baumgarten et al., 2020; Schmidt et al., 2021). Parts of the resulting
summary report of our SNEEP workflow are visualized in Figure 2.
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A.4.2 eQTL application: Data collection and used commands

We gathered the eQTLs for EBV-transformed lymphocytes and cultured fi-
broblasts from the GTEx portal (GTEx Consortium, 2017) (version 8; dbGaP
Accession phs000424.v8.p2) on December 21, 2022. The fine-mapped eQTLs
were extracted from the file GTEz_v8 _finemapping CaVEMaN.txt.gz (Brown
et al., 2017) resulting in 14, 722 eQTLs for lymphocytes and 45,917 eQTLs for
fibroblasts. Further, we downloaded the genes transcript per million (TPM)
values of lymphocytes and fibroblasts from the GTEx portal (gene_tpm_2017-
06-05_v8__cells__cultured_fibroblasts.gct.gz and gene__tpm__ 2017-06-05_v8__cells
__ebv-transformed__lymphocytes.gct.gz).

We ran SNEEP including the TF enrichment statistic separately for each cell
type using the following command:

time ./src/differentialBindingAffinity_multipleSNPs -o <
outputDir> -n 16 -p 0.5 -c 0.01 -s
estimatedScalesPerMotif_1.9.txt -j 1000 -1 10 -k
dbSNPs_sorted. txt
combined_Jaspar_Hocomoco_Kellis_human_transfac_jaspar2022
.txt <input-snps> <path-to-genome-file>

The input-snps are either the eQTLs associated to lymphocytes or fibroblasts,
the file dbSNPs _sorted.txt is part of our github repository and the file com-
bined__Jaspar_Hocomoco__Kellis _human__transfac_ jaspar__2022.tzt can be found
in the SNEEP ZENODO data repository.

We list the TFs which are more often affected by the eQTLs than expected for
lymphocytes in Table 3 and for fibroblasts in Table 4.

| genelD | gene name | odds-ratio |
ENSG00000163884 | KLF15 4.198182636
ENSGO00000198081 | ZBTB14 3.701877107
ENSGO00000172273 | HINFP 3.557608721
ENSG00000168267 | PTF1A 3.450369597
ENSG00000069812 | HES2 3.311657814
ENSGO00000106459 | NRF1 3.091872126
ENSGO00000217236 | SP9 2.954418515
ENSGO00000175832 | ETV4 2.927260312
ENSG00000164683 | HEY1 2.883928101
ENSG00000169057 | MECP2 2.86899042
ENSGO00000100644 | HIF1A 2.82095553
ENSG00000183733 | FIGLA 2.811376843
ENSGO00000139800 | ZIC5 2.746991856
ENSG00000111145 | ELK3 2.727669997
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ENSG00000163848
ENSG00000109787
ENSG00000134046
ENSG00000120738
ENSG00000007968
ENSG00000101412
ENSG00000124092
ENSG00000177485
ENSG00000172845
ENSG00000158711
ENSG00000173404
ENSG00000135547
ENSG00000100105
ENSG00000197714
ENSG00000155090
ENSG00000009950
ENSG00000104903
ENSG00000172059
ENSG00000184635
ENSG00000087510
ENSG00000067082
ENSG00000266265
ENSG00000134954
ENSG00000105722
ENSG00000181315
ENSG00000184937
ENSG00000174738
ENSG00000126368
ENSG00000087510
ENSG00000127528
ENSG00000139352
ENSG00000116819
ENSG00000008196
ENSG00000198146
ENSG00000188868
ENSG00000205250
ENSG00000118922
ENSG00000008196
ENSG00000105866
ENSG00000167182
ENSG00000101190
ENSG00000092607

ZNF148

KLF3

MBD2

EGR1

E2F2

E2F1

CTCFL

ZBTB33

SP3

ELK4

INSM1

HEY?2

PATZ1

ZNF460

KLF10

MLXIPL

LYL1

KLF11

ZNF93
TFAP2C(MA0815.1)
KLF6

KLF14

ETS1

ERF

ZNF322

WT1

NR1D2

NR1D1
TFAP2C(MA0524.2)
KLF?2
ASCL1(MA1100.2)
TFAP2E
TFAP2B(MA0813.1)
ZNF770

ZNF563

E2F4

KLF12
TFAP2B(MA0811.1)
SP4

SP2

TCFL5

TBX15

2.724808458
2.662947757
2.659966678
2.564840185
2.552071613
2.542092192
2.541007285
2.517629911
2.499383043
2.496004584
2.471286487
2.462675967
2.460509115
2.457716009
2.446171012
2.410562045
2.405839145
2.403109656
2.401127541
2.316142954
2.305237661
2.289781338
2.275715041
2.272464792
2.248071038
2.233055339
2.221471711
2.219677798
2.218377391
2.211052685
2.192946519
2.189332628
2.183194328
2.145992427
2.142626064
2.142299562
2.127033879
2.114145685
2.108886473
2.100411031
2.099437045
2.091189665
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ENSG00000137203
ENSG00000164651
ENSG00000107249
ENSG00000156925
ENSG00000114315
ENSG00000126767
ENSG00000118263
ENSG00000136826
ENSG00000008196
ENSG00000101216

TFAP2A(MA0872.1)
SP8

GLIS3

7I1C3

HES1

ELK1

KLF7

KLF4
TFAP2B(MA0812.1)
GMEB2

2.073639795
2.069864364
2.065533602
2.065533566
2.05645807

2.042948778
2.036872895
2.033989175
2.016281574
2.003061144

Table 3: Enriched TFs observed in lymphocytes. The TFs more often affected than
expected on random data (odds-ratio > 2 ) are listed.

] genelD \ gene name \ odds-ratio
ENSG00000163884 | KLF15 4.133870339
ENSG00000106459 | NRF1 3.844084087
ENSG00000198081 | ZBTB14 3.797638419
ENSGO00000178187 | ZNF454 3.163969949
ENSG00000100105 | PATZ1 3.034508041
ENSG00000177485 | ZBTB33 2.957630324
ENSG00000217236 | SP9 2.950333517
ENSG00000204644 | ZFP57 2.851643008
ENSG00000169057 | MECP2 2.82148639
ENSG00000124092 | CTCFL 2.783070458
ENSG00000164683 | HEY1 2.754913691
ENSG00000167182 | SP2 2.691105222
ENSG00000205250 | E2F4 2.630842718
ENSG00000185669 | SNAI3 2.625177341
ENSG00000007968 | E2F2 2.605868172
ENSG00000183733 | FIGLA 2.594100325
ENSG00000139800 | ZIC5 2.571281633
ENSG00000067082 | KLF6 2.514779852
ENSG00000103495 | MAZ 2.51440285
ENSG00000135547 | HEY?2 2.512672434
ENSG00000184635 | ZNF93 2.511454592
ENSG00000179111 | HES7 2.501558836
ENSG00000114315 | HES1 2.477429462
ENSG00000134046 | MBD2 2.435649223
ENSG00000179388 | EGR3 2.41086929
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ENSG00000173480 | ZNF417 2.377937061
ENSG00000118263 | KLE7 2.359097513
ENSG00000133794 | ARNTL 2.356421326
ENSG00000137203 | TFAP2A(MAOQ872.1) | 2.342720217
ENSG00000124216 | SNAI1 2.289609986
ENSG00000204335 | SP5 2.281799418
ENSG00000102974 | CTCF(MAO0139.1) 2.266367443
ENSG00000102554 | KLF5 2.250960463
ENSG00000136451 | VEZF1 2.250263322
ENSG00000172059 | KLF11 2.243126545
ENSG00000127528 | KLF2 2.237589531
ENSG00000108788 | MLX 2.227134188
ENSG00000184937 | WT1 2.225847249
ENSG00000266265 | KLF14 2.221953878
ENSG00000101216 | GMEB2 2.21485651
ENSG00000181894 | ZNF329 2.20037388
ENSGO00000177551 | NHLH2 2.181538801
ENSGO00000105866 | SP4 2.169468655
ENSG00000160685 | ZBTB7B 2.161818174
ENSGO00000005889 | ZFX 2.15990653
ENSG00000109787 | KLF3 2.148801004
ENSG00000137203 | TFAP2A(MAO0810.1) | 2.145871091
ENSG00000068323 | TFE3 2.131141099
ENSG00000162702 | ZNF281 2.124542884
ENSG00000172845 | SP3 2.123593439
ENSG00000008196 | TFAP2B(MA0812.1) | 2.076304533
ENSG00000008196 | TFAP2B(MAO0813.1) | 2.07242496
ENSG00000198146 | ZNF770 2.069549246
ENSG00000111049 | MYF5 2.069301566
ENSG00000101190 | TCFL5 2.052977374
ENSG00000164651 | SP8 2.024413763
ENSG00000156273 | BACH1 2.021032426

Table 4: Enriched TFs observed in fibroblasts. The TFs more often affected than
expected on random data (odds-ratio > 2 ) are listed.

A.4.3 CVD associated ncRNAs: Collection of GWAS

SNPs of cardiovascular diseases

We have collected the significant SNPs from the NHGRI-EBI GWAS Cat-
alog (Buniello et al., 2018) for the following search terms including all the
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available child traits: Coronary artery disease (EFO_0000378), Aortic steno-
sis (EFO_0000266), Cardiac arrhythmia (EFO_0004269), Cardiomyopathy
(EFO__0000407), Myocardial infarction (EFO_0000612) and Myocardial is-
chemia (EFO_0005672). All GWAS were downloaded on 10/26/2020. For
each set of GWAS SNPs, we have obtained correlated SNPs that are in link-
age disequilibrium (LD) with any of the original SNPs. We used the LDProxy
Tool (Machiela and Chanock, 2015) and extracted the proxy SNPs via their
API functionality. Proxy SNPs with an R? < 0.75 and within a window of + /-
500.000 bp centered around the original SNP were added to the GWAS SNPs.
The combined set of proxy and lead SNPs was used as input set to the SNEEP
workflow.

A.4.4 CVD associated ncRNAs: Detection of regulatory SNPs

To detect regulatory SNPs and associated target genes, we applied the SNEEP
workflow with the optional functionality to integrate REM-gene interactions
separately for each of the 6 cardiac GWAS. In the following the used com-
mands to run the SNEEP workflow are explained in detail.

In a first step, we estimated the scale parameter b separately for each mo-
tif using the script estimateScalePerMotif.sh. Therefore, we sampled 200, 000
SNPs randomly from the dbSNP database (Sherry, 2001) and removed flanking
bases of the PWMs with an entropy higher than 1.9, resulting in the following
command:

bash estimateScalePerMotif.sh 200000 <pathToMotifs> <
outputDir> <motifNames> 1.9

To run SNEEP, 632 human TF PWM motifs in TRANSFAC format were gath-
ered from the JASPAR database (version 2020) (Fornes et al., 2019) and over
2.4 million regulatory elements linked to their putative target genes were down-
loaded from the EPIREGIO database (https://doi.org/10.5281/zenodo.
3758494, file: REMAnnotationModelScore 1.csv.gz). We applied the SNEEP
workflow per GWAS with a D,,,.. p-value cutoff of 0.001:

./differentialBindingAffinity_multipleSNPs -o <
OutputDirectory> -n 10 -p 0.5 -c 0.001 -r <REMs-gene-
interactions> -g <EnsemblMapping> -j 100 -1 123 -i <
pathToSneepSoftware> -s <estimatedScales> <Motifs> <
InputSnps> <hg38>
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A.4.5 CVD associated ncRNAs: Identification of disease associ-
ated genes using rSNPs

As part of the analysis of SNEEP, all rSNPs that overlap regulatory elements
from EPIREGIO webserver constitute a candidate disease gene. From the SNEEP
output file protein-coding and non-coding genes were extracted that have over-
lapping rSNPs in their regulatory elements. Non-coding genes were under-
stood to be all genes not labeled with the biotype protein coding or TEC
(primary assembly annotation, version 39, downloaded from GENCODE). To
label which protein-coding genes are already associated to the studied diseases
(Figure 6.4B, Chapter 6, black dots), we used the disease2gene functionality of
the R package of DisGeNET:

disease2gene (disease = <studiedDisease>, database = "ALL"
, score = c( 0,1))

The studiedDisease parameter needs to be provided as UMLS CUI identifiers.
We used C1956346 (CAD), C0003811 (Cardiac arrhythmia), C1449563 (Car-
diomyopathy, Familial Idiopathic), C0151744 (Myocardial ischemia), C0027051
(Myocardial infarction) and C0340375 (Subaortic stenosis).

A.4.6 CVD associated ncRNAs: Disease enrichment analysis based
on DisGeNET

We performed a disease enrichment analysis for the protein-coding genes, as
well as for the non-coding genes. The protein coding genes could be directly
use as input to the analysis. For the non-coding genes we conducted a co-
expression analysis using the gene expression profiles of 9,662 GTEx RNA-seq
samples. The joint set of the protein-coding genes that are co-expressed to any
of the non-coding genes found for the same disease via the GWAS analysis,
were used as input to the disease enrichment analysis.

The disease enrichment analysis was done separately for each set of genes ei-
ther directly associated via rSNPs or in case of the non-coding genes we utilized
the resulting co-expressed protein-coding gene sets. We used the function dis-
ease__enrichment from the R package of DisGeNET to perform the enrichment
analysis:

disease_enrichment ( entities = <coExpressedPCG>,
vocabulary = "HGNC", database = "ALL" )

The results of the analysis for the protein-coding genes is visualized in Figure 3.
For the GWAS Myocardial ischemia and Aortic stenosis the disease enrichment
analysis was not possible, because only 5 and 12 protein coding genes were as-
sociated, respectively. The result of the analysis for the co-expressed protein
coding genes of the non-coding genes are visualized in Figure 6.5C in Chapter 6,
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where cardiovascular disease associated phenotypes were selected and visual-
ized as a dot plot using ggplot2. For the GWAS Aortic stenosis, Myocardial
infarction and Myocardial ischemia we did not apply the disease enrichment
analysis because of the low number of associated non-coding genes (less than
30).

A.5 ZENODO repositories

In the following the ZEBNODO repositories of EPIRECGIO and SNEEP are out-
lined in more detail.

A.5.1 Detalils of the data stored in our EPIREGIO webserver

In the ZENODO repository of our EPIREGIO webserver available at https://doi.
org/10.5281/zenodo.3750929, we provide the tables holding the data the web-
server relies on. The content is 10 tables:

¢ GenomeAnnotation: contains information about genomeVersion, anno-
tationVersion and databaseName (GenomeAnnotation 1.csv.gz)

¢ GeneAnnotation: Information of the genes (chr, start, end, genelD,
geneSymbol, alternativeGenelD, isTF, strand and annotationVersion)
(GeneAnnotation__1.csv.gz)

o GeneExpression of Blueprint and Roadmap: Per consortium one table
containing information about genelD, samplelD, expressionLog2TPM
and species (GeneExpression_ Blueprint_1.csv.gz and GeneExpression-
Roadmap__1.csv.gz)

o CellTypelnfo: Information of the used cell and tissue types (cellTypelD,
cellTypeName and cellOntologyTerm) (CellTypelnfo.csv.gz)

« samplelnfo of Roadmap and Blueprint: Per consortium one table con-
taining information about samplelD, originalSampleID, cellTypelD, ori-
gin and dataType (sampleInfo_ Blueprint_ 1.csv.gz and sampleInfo_
Roadmap__1.csv.gz)

o« REMAnnotation: contains all predicted REMs using STITCHIT (chr,
start, end, genelD, REMID, regressionCoefficient, pValue, normMod-
elScore, meanDNaselSignal, sdDNaselSignal, consortium and version)
(REMAnnotationModelScore_1.csv.gz)


https://doi.org/10.5281/zenodo.3750929 
https://doi.org/10.5281/zenodo.3750929 
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o REMActivity: This table contains for each REM the DNasel signal and
the standardised DNasel signal per cell or tissue type (REMID, sam-
pleID, dnaselLog2, standDnaselLog2 and version) (REMActivity_ 1.csv.gz)

o clusterREMs: contains all CREMs (REMID, CREMID, chr, start, end,
REMSsPerCREM and version) (clusterREMs__1.csv.gz)

A.5.2 Details about the utilized data within our statistical ap-
proach to identify rSNPs and SNEEP

We provide a ZENODO data repository available at https://doi.org/10.5281/
zenodo.7588272 for our preprint A statistical approach to identify requlatory
DNA variations. The data is used within Chapter 5 and 6. The content is the
following:

e ASB events and the corresponding PWMs used to evaluate our approach
(for our approach and atSNP in their required format, for details see
Section A.3.1).

o Result of our approach and atSNP for the ASB events (data for Fig-
ure 5.3A) (ASB_result_sneep_ atSNP.txt)

o SNP-SELEX data used to evaluate our approach (for our approach and
atSNP in the required format, for details see Section A.3.1).

o Result of our approach and atSNP for the SNP-SELEX (data for Fig-
ure 5.3B) (SNP_SELEX_result_sneep_atSNP.txt)

o Files containing the enriched TFs (odds-ratio > 2) for lymphocytes (en-
riched TF_lymphocytes.txt) and fibroblasts (enriched TF_ fiborblasts
.txt) (visualized in Chapter 5 in Figure 6.2)

o Input SNPs of the GWAS atherosclerosis (snps_ atherosclerosis.txt) and
the result of our approach (atherosclerosis_result.txt) (see Chapter 6,
Section 6.1.6).

e TF input motifs in TRANSFAC format for our method and in MEME
format for atSNP (see Section A.3.1)


https://doi.org/10.5281/zenodo.7588272
https://doi.org/10.5281/zenodo.7588272
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TF observed TF average number TF hits odds-ratio
hits sampled rounds
PTF1A 17 7.577 2.248957
IRF5 16 6.724 2.385094
SOX17 14 6.927 2.024675
HOXA7 11 4.804 2.293327
B
TF gain loss p-value function
ZNF770 9 37 0.0000 loss
MSGN1 0 8 0.0078 loss
PRDM9 10 25 0.0167 loss
7ZFP82 3 13 0.0213 loss
ZBTB7C 9 1 0.0215 gain
gene name ensembl ID number number SNPs TFs
different different
interac- SNPs
tions
rs145520076 SREBF1(MA0829.2),
ESRRG
5183763906 PRDM9
rs189628481 ZNFT770
rs192988621 NFKB1
RN7SL622P ENSGO00000265052 3 7 1rs200026262 ZNF554
rs7214119 SP8, SALLA4,
TFAP2A(MA0810.1),
ZNF281, WT1,
ZNF467
rs8075764 TBX18

Figure 2: Parts of the tables of the summary report. An atherosclerosis GWAS was
analyzed using our SNEEP workflow including the TF enrichment statistic. Further, the
rSNPs were linked to target genes using EPIREGIO. (A) - (C) hold the first few rows
of the tables provided within the summary report. (A) The enriched TFs for the given

SNP set are shown.

For each TF we provide the number of observed TF hits on the

input and on the sampled data as well as the resulting odds-ratio. (B) The TFs which
are significantly associated to a gain or loss of function are visualized. (C) The target
genes of the rSNPs are deciphered.
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Cardiac arrhythmia Cardiomyopathy
2 Persistent atrial fibrillation 2 Autoimmune myocarditis
] &
2 2
a a
g familial atrial fibrillation E Postpartum cardiomyopathy
‘o s
a [=X
> >
° °
S Paroxysmal atrial fibrillation S Coronary heart disease
£ £
0 10 20 30 40 0.0 0.5 1.0 15 2.0 2.5
disease enrichment score [ -log10(fdr) ] disease enrichment score [ —log10(fdr) ]
Myocardial infarction CAD
5 5 i
z Myocardial Infarction =z Coronary Artery Disease
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disease enrichment score [ -log10(fdr) ] disease enrichment score [ ~log10(fdr) ]

Figure 3: Disease enrichment analysis for protein-coding genes associated to cardio-
vascular diseases. Barplots representing per GWAS selected phenotypes (y-axis) enriched
for protein coding genes identified with our SNEEP workflow. The x-axis shows the -log10
FDR corrected p-value of the disease enrichment analysis performed with the DisGeNET
software.
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Zusammenfassung

Eine zentrale Fragestellung der molekularen Genetik befasst sich damit her-
auszufinden, wie ein Organismus die genetischen und epigenetischen Informa-
tionen in einen Phénotypen umsetzt. Ausgehend von einer Zygote entwickelt
sich der menschliche Korper, welcher aus Billionen von Zellen besteht, die sich
in circa 200 verschiedene Zelltypen unterteilen lassen (Roy and Conroy, 2018).
Jeder Zelltyp erfiillt spezifische Aufgaben. Ein Beispiel sind Kardiomyozyten,
die fir die Kontraktion des Herzens verantwortlich sind (Keepers et al., 2020).
Hepatozyten, der am héufigsten vorkommende Zelltype in der Leber, ist unter
Anderem daran beteiligt das Blut zu entgiften (Schulze et al., 2019). Weitere
Beispiele sind T-Lymphozyten, die in der Immunantwort des Koérpers durch
die Etablierung der zelluliren Immunitit eine wichtige Rolle spielen (Camp-
bell and Reece, 2009, p. 1290), oder Stibchen und Zapfen, Zellen des Auges,
die zum menschlichen Sehvermégen beitragen (Lamb, 2015).

Wie etablieren Zellen ihre unterschiedlichen Funktionalitdten, obwohl sie alle
auf der gleichen DNA basieren? Die Expression der Gene unterscheidet sich
von Zelle zu Zelle, nicht nur darin wie stark ein Gen transkribiert ist, son-
dern auch, welche Gene exprimiert sind. Genexpression wird von Transkrip-
tionsfaktoren (TFs) reguliert, Proteinen, die die Fahigkeit besitzen spezifis-
che DNA Muster, bekannt als Motive, zu erkennen und dadurch an die DNA
binden (Lambert et al., 2018). Diese Motive treten besonders haufig in regu-
larischen Elementen (REMs) wie Promotoren und Enhancern auf (Gasperini
et al., 2020). Aktive REMs zeichnen sich dadurch aus, dass sie von TFs und
ihren Co-Faktoren gebunden werden und die Genexpression beeinflussen. Pro-
motoren sind genomische Regionen die stromaufwérts vom Transkriptionsstart-
punkt liegen und die Transkription initiieren. Im Gegensatz dazu unterstiitzen
Enhancer die Genexpression, indem sie tiber 3D-Schleifen mit dem Promotor
interagieren, selbst wenn sie tausende von Basenpaaren entfernt liegen.

Mit dem Aufkommen von Next-Generation-Sequenzierung (NGS) wurde er-
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wartet, dass der sogenannte cis-regulatorische Code, der die Zusammenhénge
zwischen der DNA Sequenz und der Genexpression beschreibt, schnell entschliis-
selt wird (Zeitlinger, 2020; Kim and Wysocka, 2023). Es hat sich jedoch her-
ausgestellt, dass dies nicht so einfach ist wie beim genetischen Code, der es
ermdglicht, anhand der DNA Sequenz die Aminoséuresequenz zu bestimmen.
Ein moglicher Grund dafiir ist, dass REMs stark zelltyp-spezifisch sind, wobei
einige von ihnen nur zu bestimmten Zeitpunkten aktiv sind, wie zum Beispiel
wihrend der embryonalen Entwicklung (Levine and Davidson, 2005). Des Wei-
teren ist nicht klar, wo in der DNA Sequenz die REMs lokalisiert sind, die
ein Gen regulieren. Fiir einige REMs is bekannt, dass sie Megabasenpaare vom
Promotor entfernt liegen mit dem sie kommunizieren (Long et al., 2020; Lettice,
2003) oder sie interagieren sogar zwischen verschiedenen Chromosomen (Mon-
ahan et al., 2019). Zuséatzlich ist die quantitativ priazise Regulierung der Gene
duflerst wichtig, denn schon moderate Verdnderung der Genexpressionsstérke
kann zu Krankheiten wie zum Beispiel Krebs (Flavahan et al., 2015; Cho et al.,
2018) oder Herz-Kreislauf-Erkrankungen fiihren (Yoshida et al., 2019). Aus
diesen Griinden ist es ein zentrales Ziel der Genetik zu verstehen, wie Gene
reguliert werden. In dieser Arbeit mochten wir dazu beitragen, die Genregula-
tion besser zu verstehen und bearbeiten drei verschiedene Themen:

Eine wesentliche Rolle bei der Regulation der Gene spielen Transkriptionsfak-
toren (TFs), da sie in der Lage sind direkt mit der DNA zu interagieren. Ein
erster Schritt zur Erforschung der Auswirkungen eines TFs auf die Genregula-
tion besteht hdufig darin, die genomischen Regionen zu identifizieren, die vom
TF gebunden werden. Dafiir muss man die Bindepréferenzen des TFs kennen,
die iiblicherweise in TF-Bindungsmotiven zusammengefasst werden. Obwohl
fiir viele TFs ein Bindungsmotiv experimentell validiert ist, gibt es immer noch
eine grofe Anzahl von TFs, fiir die kein Bindungsmotiv bekannt ist. Aus diesem
Grund gibt es einige Tools, die Bindungsmotive mit TFs verkniipfen. In dieser
Arbeit stellen wir eine Methode, genannt M ASSIF, vor, die die Vorhersage von
solchen Tools verbessert, indem sie die DNA Bindungsdoméne (DBD) des zu
untersuchenden TFs mit einbezieht (siche Kapitel 3).

Wir haben beobachtet, dass TFs mit derselben DBD dazu tendieren &hnliche
Bindepréferenzen, und damit auch &hnliche Motive aufzuweisen. Aus diesem
Grund nehmen wir an, dass ein mogliches Motiv fiir einen TF mit gréflerer
Wahrscheinlichkeit das Richtige ist, wenn es dhnlich zu schon bekannten Mo-
tiven ist, die zu TFs mit der gleichen DBD assoziiert sind. Basierend auf
diesem Ansatz haben wir eine Statistik entwickelt: Wir haben eine DBD Samm-
lung zusammengestellt, die schon bekannte TF-Motive Paare enthalt und diese
nach DBDs sortiert. Mit dieser DBD Sammlung kann man fiir einen TF ohne
vorhergesagtes Motiv, jedoch mit bekannter DBD nachschlagen, welche fir
Motive zu TFs mit der gleichen DBD assoziiert sind. Mit Hilfe von dieser In-
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formation haben wir ein Ahnlichkeitsmaf entwickelt (domain score), das zwi-
schen dem zu untersuchend TF und einem Kandidatenmotive berechnet, wie
gut das Motive zu den Eigenschaften des TFs passt, die durch die DBD fest-
gelegt wird. Der domain score kann als Filter eingesetzt werden, um un-
wahrscheinliche Motive auszuschlielen, oder er wird in einer Metaanalyse ge-
nutzt, bei der der p-Wert des domain score mit den p-Werten von den etablierten
Tools kombiniert wird.

Anhand von menschlichen TF ChIP-seq Datensétzen konnten wir zeigen, dass
unsere Methode die Vorhersage von zwei existierende TF motif enrichment
Tools, CentriMo (Bailey and Machanick, 2012) und PASTAA (Roider et al.,
2009) verbessert, unabhéngig davon ob der Doménewert als Filter oder in einer
Metaanlyse benutzt wird (siehe Abbildung 3.3).

Regulatorisch Elemente (REMs), wie z.B. Promotoren oder Enhancer enthalten
héufig sehr viele TF Bindestellen. Um die Regulation eines Genes zu verstehen
ist es entscheidend zu wissen, wo die REMs eines Genes in der genomischen
Sequenz lokalisiert sind. Wir haben den EPIREGIO Webserver eingefiihrt, der
REMs enthélt, die zu Zielgenen assoziiert sind (see Kapitel 4).

Die REMs wurden basierenden auf menschlichen DNasel-Seq und RNA-Seq
Daten fiir verschiedene Zelltypen und Gewebe mit STITCHIT (Schmidt et al.,
2021) vorhergesagt. Fiir jedes annotierte Gen hat STITCHIT ein lineares Mod-
ell gelernt, um REMs in einer festgelegten Region um das Gen zu identifizieren.
Um auch REMs zu bestimmen, die weit von ihrem zu regulierenden Gen ent-
fernt liegen, betrachten wir eine Region von 100, 000 Basenpaare stromaufwérts
von der Transkriptionsstartstelle des Genes, das gesamte Gen und 100,000
Basenpaare stromabwérts von der Transkriptionsendstelle des Genes. Dadurch
erhielten wir 2,404,861 REMs assoziiert zu 35,379 protein-kodierenden und
nicht kodierenden Genen.

Unser EPIREGIO Webserver enthilt diese REMs und ihre zugehorigen Ziel-
gene fiir 33 Zelltypen und Gewebe des Roadmap Konsortiums (Kundaje et al.,
2015) sowie fiir 13 Zelltypen des Blueprint Konsortiums (Stunnenberg et al.,
2016). Mit unserem offentlich zugénglichen Webserver sind verschiedene Abfra-
gen moglich: Es ist mogliche fiir Gene die zugehérigen REMs zu erhalten, oder
REMs innerhalb eines genomischen Bereichs zu extrahieren. Zusatzlich berech-
nen wir fiir jedes REM einen zelltyp-spezifischen Wert, der die Aktivitdt des
REMs im zu analysierenden Zelltyp oder Gewebe im Vergleich zu allen anderen
im Webserver enthaltenen Zelltypen beschreibt. Dadurch kann man REMs
basierend auf ihrem regulatorischen Einfluss auf einen bestimmten Zelltypen
oder Gewebe priorisieren.

Um den Nutzen unseres Webservers zu verdeutlichen, zeigen wir zwei typische
Anwendungsfille. Mit Hilfe des EPIREGIO Webservers konnten wir Gene iden-
tifizieren, deren Regulation von CRISPR-Cas induzierten Mutationen in nicht-
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kodierenden genomischen Regionen betroffen sind (siche Abschnitt 4.2). Fiir
diese Analyse haben wir einen CRISPR-Cas screen (Wegner et al., 2019) ver-
wendet, der in menschlichen telomerase-immortalisierte retinale pigmentierte
Epithelzellen (hTERT-RPE1) durchgefithrt wurde. Das Ziel des CRISPR-Cas
screens war es, Mutationen zu identifizieren, die zu einer Chemotherapiere-
sistenz fithren. Wegner et al. (2019) entdeckten 226 gRNAs, die den nicht-
kodierenden genomischen Bereiche beeinflussen. Mit Hilfe unseres EPIREGIO
Webserver haben wir fiir 13 gRNAs 35 assoziierten Zielgene bestimmten kon-
nen. Wir haben beobachtet, dass die gRNAs mit mehreren REMs iiberlappen,
was dazu fiihrte, dass wir fiir jede gRNA mehrere assoziierte Gene erhielt.
Bei einer ausfiihrlichen Literaturrecherche konnten wir fiir einige der iden-
tifizierten Gene Hinweise finden, dass sie entweder mit dem Wachstum von
Krebs oder Chemotherapieresistenz in Verbindung gebracht werden koénnen
(siehe Tabelle 4.1). Zusétzlich haben wir eine TF enrichment Analyse mit den
identifizierten REMs, die mit den gRNAs iiberlappen durchgefiihrt, um TFs zu
bestimmen, die besonderes hiufig an diese REMs binden kénnen und dadurch
auch durch die induzierten Mutationen beeinflusst sein kénnten. Um unsere
Ergebnisse einordnen zu konnen, haben wir auch hier eine Literaturrecherche
durchgefiihrt und fiir einige TFs einen Zusammenhang mit dem Wachstum von
Krebs und Chemotherapieresistenz feststellen konnen (siehe Tabelle 4.2).

In einem zweiten Anwendungsbeispiel haben wir TFs identifiziert, die an der
Genexpressionsverdnderung von Perizyten mit verringerte circPLOD2 Expres-
sion beteiligt sind. Dafiir haben wir mit Hilfe unseres EPIREGIO Webservers die
REMs der differenziell exprimierten Gene bestimmt und eine TF motif enrich-
ment Analyse durchgefithrt. In dieser Analyse konnten wir davon profitieren,
dass wir die REMs anhand ihrer Aktivitdt in Perizyten sortieren konnten.
Im Labor von Stefanie Dimmeler konnte nachgewiesen werden, dass einer der
von uns identifizierten TFs die Genexpressionsverinderungen in circPLOD2-
depletierten Perizyten reguliert (sieche Abschnitt 4.3).

Nicht kodierende genetische Variationen innerhalb von REMs kénnen die Gen-
expression verdndern, indem sie TF Bindestellen modifizieren. Dies kann zu
Krankheiten oder unterschiedlichsten Phéanotypen fithren, daher gibt es Stu-
dien, die von den resultierenden funktionalen Konsequenzen berichten (Zhang
and Lupski, 2015). Es wurden einige Ansitze entwickelt, um solche regula-
torischen SNPs (rSNP) und die TFs, deren Bindestellen betroffen sind zu iden-
tifizieren. Wir haben jedoch festgestellt, dass nur wenige dieser Methoden
eine statistische Signifikanz fiir ihren differentiellen TF Bindungswert berech-
nen. Dies ist jedoch notwendig, um zu entscheiden, welche Ergebnisse sig-
nifikant von der angenommen Nullhypothese abweicht, dass der SNP die TF
Bindestelle nicht beeinflusst. Wird der differentielle TF Bindungswert als
p-Wert angegeben ist ein direkter Vergleich zwischen unterschiedlichen TFs
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moglich. Wenn die Methoden einen p-Wert berechnen sind sie oft langsam,
besonders fir grofle SNP Datensétze wie zum Beispiel bei genomweiten Assozi-
ationsstudien (GWAS) oder umfangreichen eQTL-Studien.

Wir haben einen maximalen differentiellen TF-Bindungswert (D4, fir allge-
meine TF Modelle, die bewerten wie gut ein TF an eine Sequenz binden kann,
entwickelt (siehe Kapitel 5). Fiir alle moglichen Teilsequenzen, die den SNP
iiberlappen, berechnen wir einen log-ratio der p-Werte der TF Bindungswerte
fiir den Wildtyp und fir die mutierte Sequenz. Der resultierende maximale
Wert wird als Dy, definiert. Wir haben die Verteilung von D, fiir TF Mo-
delle untersucht, die beispielhaft durch PWMs unterschiedlicher Lénge représen-
tiert werden und festgestellt, dass sie gut durch eine modifizierte Laplace-
Verteilung approximiert werden kann (siehe Abbildung 5.1). Mit Hilfe der
modifizierten Laplace-Verteilung ist es uns moglich einen p-Wert fir D,,q, zu
berechnen, der zwischen unterschiedlichen TFs vergleichbar ist.

Wir haben unseren statistischen Ansatz anhand von in-vitro- und in-vivo Daten-
sitzen ausgewertet, welche die Qualitdt unserer Methode zeigt, da eine an-
gemessene AUCPR erreicht wird. Unser statistischer Ansatz verbessert die
Vorhersage im Vergleich zu einem etablierten Ansatz geringfiigig, jedoch ist er
deutlich schneller (siehe Abbildung 5.3).

Wir haben unseren statistischen Ansatz mit zelltyp-spezifischen epigenetischen
Daten und zusétzlichen Funktionen in einen Workflow namens SNEEP kom-
biniert. SNEEP kann bei der Beantwortung verschiedener Fragestellungen be-
hilflich sein, zwei Anwendungsbeispiele werden im Folgenden kurz erldautert.
Zum Einen kann man mit Hilfe unseres SNEEP Workflows TFs identifizieren,
deren Bindungsstellen haufiger von den zu analysierenden SNPs betroffen sind
als erwartet. Dafiir haben wir fiir zwei eQTL Datensétze unseren SNEEP Work-
flow angewendet. Fiir einige der resultierenden TFs konnten wir in der Litera-
tur Belege finden, dass sie zu den analysierten Zelltypen assoziiert sind (siehe
Abschnitt 6.2 und Abbildung 6.2A). Des Weiteren sind die identifizierten TFs
signifikant héher exprimiert als TFs, deren Bindungsstellen nicht héufiger als
erwartet von den analysierten SNPs betroffen sind (siche Abbildung 6.2B).

In einem weiteren Beispiel haben wir mit Hilfe von rSNPs und REM-Gen Inter-
aktionen Gene identifiziert, die zu kardiovaskuldre Krankheiten assoziiert sind.
Hierfur haben wir unseren SNEEP Workflow angewendet um fiir GWAS von
kardiovaskuldren Krankheiten rSNPs zu bestimmen, welche wir dann mit Hilfe
von bekannten REM-Gen Interaktionen zu Genen in Verbindung bringen kon-
nten. Unter den so ermittelten Genen befindet sich auch das nicht kodierende
Gen IGBP1P1, fiir welches im Labor gezeigt werden konnte, das es in einem
menschlichen kardiovaskuldren Organoid Modell kardiovaskuldre Funktionen
verbessert.
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