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Abstract

By combining two unique facilities at the Gesellschaft fiir Schwerionenforschung
(GSI), the Fragment Separator (FRS) and the Experimental Storage Ring (ESR),
the first direct measurement of a proton capture reaction of stored radioactive
isotopes was accomplished. The combination of well-defined ion energy, an ultra-
thin internal gas target, and the ability to adjust the beam energy in the storage
ring enables precise, energy-differentiated measurements of the (p,y) cross sec-
tions. The new setup provides a sensitive method for measuring (p,y) reactions
relevant for nucleosynthesis processes in supernovae, which are among the most
violent explosions in the universe and are not yet well understood.

The cross sections of the 18Te(p,y) and 1?*Xe(p,y) reactions were measured
at energies of astrophysical interest. The heavy ions were stored with energies of
6 MeV /nucleon and 7 MeV /nucleon and interacted with a hydrogen gas-jet target.
The produced proton-capture products were detected with a double-sided silicon
strip detector. The radiative recombination process of the fully stripped ions and
electrons from the hydrogen target was used as a luminosity monitor [I]. These
measurements follow a proof-of-principle experiment which was performed in 2016
to validate the method on the stable isotope **Xe [2].

Additionally, post-processing nucleosynthesis simulations within the NuGrid [3]
research platform have been performed. The impact of the new experimental re-
sults on the p-process nucleosynthesis around '?*Xe and 1*¥Te in a core-collapse
supernova was investigated. The successful measurement of the proton capture
cross sections of radioactive isotopes rises the motivation to proceed with experi-
ments in lower energy regions.






Kurzfassung

Durch die Kombination zweier auflergewohnlicher Anlagen der Gesellschaft fiir
Schwerionenforschung (GSI), dem Fragmentseparator (FRS) und dem Experimen-
tier-Speicherring (ESR), wurden die ersten direkten Messungen von Protonenein-
fangsreaktionen an gespeicherten radioaktiven Isotopen durchgefiithrt. Die Kom-
bination aus genau bekannter Ionenenergie, einem sehr diinnen Gastarget und der
Moglichkeit, die Energie des Strahls im Ring zu regulieren, ermoglicht prézise,
energiedifferenzierte Messungen der (p,y) Wirkungsquerschnitte. Mit dem neuen
Aufbau steht eine sensitive Methode zur Messung von (p,7y) Reaktionen zur Verfii-
gung, die fiir Nukleosyntheseprozesse in Supernovae relevant sind, welche zu den
gewaltigsten Explosionen im Universum gehoren und noch nicht vollstandig ver-
standen sind.

Im Rahmen dieser Arbeit wurden die Wirkungsquerschnitte der Reaktionen
18Te(p,v) und ?*Xe(p,7) bei Energien von astrophysikalischem Interesse gemessen.
Die schweren Ionen wurden mit Energien von 6 MeV /Nukleon und 7 MeV /Nukleon
gespeichert und wechselwirkten mit einem Wasserstoff-Gasjet-Target. Die beim
Protoneneinfang entstandenen Ionen wurden mit einem doppelseitigen Silizium-
streifendetektor nachgewiesen. Die nach der Rekombination der ionisierten Atome
mit den Elektronen aus dem Wasserstofftarget ausgesendete Strahlung, wurde
als Luminositdtsmonitor verwendet [I]. Diese Messungen folgen einem im Jahr
2016 durchgefiihrten Proof-of-Principle-Experiment zur Validierung der Methode
an dem stabilen Isotop **Xe [2].

Zusatzlich wurden post-processing Nukleosynthese Studien, innerhalb der Nu-
Grid [3] Plattform durchgefithrt. Der Einfluss der neuen experimentellen Daten
auf die Nukleosynthese von ''®Te und '?*Xe in Kernkollaps Supernovae wurde un-
tersucht. Die erfolgreiche Messung von Protoneneinfangswirkungsquerschnitten an
radioaktiven Isotopen motiviert weitere Experimente in niedrigeren Energiebere-
ichen durchzufiihren.
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1 Astrophysical motivation

The central question in the field of nuclear astrophysics is the origin of elements.
Observational astrophysics provides important information about the abundances
of elements in stars. However, especially, when trying to determine the processes
that occur inside stars, it has limitations. The chemical composition on the surface
of stars is accessible via observations. The products of nuclear processes in the
interior of stars are usually covered by the envelope. There are only a few excep-
tions where observations can provide more information than surface information.
At late stages of a star the freshly produced material becomes visible, because
strong convection mixes the material to the surface, or the envelope gets lost.

To explain the nuclear processes and properties of atomic nuclei that cannot be
explained by observations, nuclear astrophysics becomes necessary. Nuclear astro-
physics combines astrophysics and nuclear physics, where a range of experiments
and simulations are undertaken with the aim to explore the processes that affect
the formation of the elements.

1.1 Nucleosynthesis

Elements are characterized by the number of protons within their atomic nuclei.
The number of neutrons defines the isotopes. The study of isotopic abundance
variations is important for understanding the production of elements in the uni-
verse. The formation of atomic nuclei via nuclear reactions of various kind is called
nucleosynthesis. It begins with the lightest element, hydrogen and forms every el-
ement up to the heaviest.

To address the question of the origin of elements and correspondingly of their
isotopes, observations of the relative abundances of isotopes in for example our
solar system, are the natural first step [4]. Figure shows the abundance of the
isotopes in the solar system over their mass number A. The abundance distribution
displays distinct features that hint on the involved nuclear processes. Some features
of the structure can already be explained with different production mechanisms.
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Figure 1.1: Isotopic solar abundance. The data were taken from [4]. The sum of
the abundances of the stable Si isotopes has been normalized to 10°.
The slow (s) and the rapid (r) neutron-capture process peaks show
a characteristic pattern in the abundance distribution. In yellow the
abundances for the p-nuclei are shown. The assignment of what is a

p-nuclei was taken from [5].

However, there are still many open questions. For example some abundances can
not be reproduced with current models. This work aims at addressing this question
for the production of the radioactive Isotope *8Te.

In general, the production of the known isotopes can be attributed to a variety
of mechanisms. Current understanding is based on the interplay of various pro-
cesses, including stellar nucleosynthesis, which occurs in stars during their various
evolutionary phases [6].

The production of the lightest elements can be explained by the primordial
nucleosynthesis, followed by fusion processes in stars. In the following section this
will be explained in more detail. For the elements beyond iron different mechanisms
are necessary in order to produce the so-called heavy elements.
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Heavy elements

Explosive events such as supernovae and neutron star mergers contribute to the
synthesis of elements and isotopes under extreme conditions. They provide the
necessary environment to produce elements via neutron capture [7]. These neu-
tron capture processes produce the majority of isotopes heavier than iron. Only in
explosive scenarios such as supernovae other reactions such as proton capture can
play a role [§]. In the following section an overview of these various production
mechanisms, starting with the formation of the lightest elements and progressing
toward the origin of the heaviest ones will be given. Figure|1.1| will be the basis of
the explanation, which will start from the structures of the lightest elements. The
focus of the following chapter is lying on the production of the so-called p-nuclei.
These p-nuclei are proton-rich isotopes, that can not be produced via neutron-
induced reactions [6]. The production of the p-nuclei is the motivation of this
work. Information about the production of these p-nuclei is still rare. The neu-
tron capture processes will only be explained shortly as they can not explain the
production of the p-nuclei.

In Figure the measured solar abundances of the p-nuclei is represented by
yellow data points. The data were taken from [4]. The assignment of what is a
p-nuclei was taken from [5]. More information about the production processes is
needed, but especially experimental data are missing. This stresses the importance
of the experimental data provided with this experiment. An additional view on
the production mechanisms is provided with Figure [I.2] The Figure illustrates
schematically the chart of nuclides highlighting the p-nuclei and the nuclei that
are mainly produced via slow (s) and rapid (r) process [5]. The p-nuclei make
up only a few percentages of the abundances. The majority is produced via the
neutron capture processes that will be described shortly in the following section.

1.1.1 Big Bang nucleosynthesis and production up to iron

According to our current understanding, the lightest elements are produced in
the early stages of the universe. The production of hydrogen, helium, lithium
and beryllium took place in around 20 minutes after the origin of the universe [9,
10] during the so-called primordial nucleosynthesis. From the first free quarks,
protons and neutrons where formed that could build up the first nuclides. The
simplest nuclei is hydrogen. Hydrogen, consisting of only one proton, has the
highest abundance in the solar system. It has a mass fraction of 76%, visible in
Figure[L.1] Afterwards the following production mechanisms took place [11]:
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The abundance distribution from primordial nucleosynthesis has changed fur-
ther since then as a result of stellar nucleosynthesis. The different burning stages
of a star lead to the production of elements up to iron. The initial mass of a star
is responsible for the evolution of the star. Consequently, also for the change of
temperature and density in its center. These factors determine at which rate the
fusion processes are possible. Up to iron the nuclei can be created by fusion. The
final fusion stage is silicon burning, which produces iron.

The abundance pattern in this mass region shows a decreasing pattern. This is
due to the rising Coulomb repulsion between charged nuclei towards higher Z. Thus
only in stars with a mass high enough to create temperatures where the particles
have enough energy to overcome the Coulomb barrier, fusion can take place. This
decrease continues until the iron peak is reached. The nuclides in the region of
iron are the most tightly bound isotopes nature [12]. This means that beyond iron
the fusion of nuclei consumes energy instead of generating it. Generating energy
is necessary for the stability of the star. If energy has to be spent, the star can no
longer maintain its hydrostatic equilibrium and collapses as a supernova.

1.1.2 Neutron capture processes

Most nuclei heavier than iron are produced via neutron capture in stars of different
evolutionary phases [6]. Two distinctly different processes had to be postulated
in order to explain the observed abundance pattern. The slow (s) [I3] and the
fast (r) [I4] neutron capture process, which are essentially responsible for the
population of the chart of nuclei beyond iron.

S process

The first descriptions of the slow neutron capture process have already been given
in 1957 by Burbidge et al. [6] and Cameron [I5]. It takes place at moderate
temperature and shows a path along the valley of stability. The process occurs at
neutron densities of 107 to 10™ n/cm?®. In this case the 8- decay is usually faster
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Figure 1.2: Part of the chart of nuclides. The nuclei that are highlighted are as-
signed to mainly one production process. In blue, the p nuclei are
shown and in red and green the nuclei that are produced dominantly
in the s and r process, respectively. The assignment of nuclei to the

processes is taken from [5].

than the next neutron capture. The classical s process that was assumed to occur
at constant temperature and neutron density is not sufficient to explain the details
of the abundance distribution [16]. Currently, a distinction is made between the
so-called main component, the weak component and the strong component of the
s process. They differ by the seed nuclei the star already has at its formation, as
well as the temperatures, neutron densities and time-integrated neutron fluxes.

r process

The rapid neutron capture process takes place at a hot explosive site, at extremely
high neutron densities, for example neutron star merger. The neutron densities
are about 10%* n/cm?® or higher [I7]. Thus, it can reach higher mass numbers
on the neutron rich site of the chart of nuclides. Because the r process produces
nuclei farther from the valley of stability than the s process does, it encounters
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Figure 1.3: Zoom in the chart of nuclides in the region around '®Te. The p-
nuclei are shielded from production via neutron capture by their stable

isobars.

each closed neutron shell at slightly lower mass number. Hence, the r-process
abundance peaks occur at lower A. In Figure this is labeled by s and r in the
white boxes. The neutron capture processes are producing the majority of the
heavy nuclei. Each of the shortly introduced processes make up almost 50% of the
heavy elements. This also becomes visible when comparing the abundances shown
in Figure [1.2

1.1.3 Production of p-nuclei

There are about 35 proton-rich nuclei which cannot be produced by either the
s process or the r process [6]. There are various explanations under discus-
sions [I8 [19l 201 21], how these so-called p-nuclei are produced. These nuclei
have usually low isotopic abundance. Figure |1.3| shows a zoom of the chart of
nuclides in the region around '*®*Te. In addition to the production processes, also
the abundances are color coded.
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This highlights visibly that p-nuclei make up only a view percentage of the
abundances. The p-nuclei can not be produced via neutron captures and following
[~ -decays, as they are shielded by stable, neutron rich isobars. Their production
has to be explained by different models.

Among the models is the v-process [22]. Currently, this is proposed to be the
main production mechanism for the heavy p-nuclei. During the 7-process the
p-nuclei are generated in sequences of photo-dissociation processes, that start at
the r- and s-process nuclei in combination with ST-decays. Examples for photo-
dissociation reactions are (y,n), (v,p) and (v,a) reactions.

The temperatures required for this are 2.0 to 3.5 - 10 K, suggesting explosive
conditions. Additionally, also proton captures are a possible production or de-
struction mechanism. Proton capture reactions are especially of interest for the
isotopes in the region of the proton number = 50. The photodisentegration net-
works underproduce for example the isotopes 9>94Mo and %%®Ru [19]. Since high
temperatures are required for the ~y-process, the currently preferred candidates
for the p process are the explosively burning O/Ne layers in type II supernovae
where the needed temperatures are maintained for about 1 s at densities of ~
10% g/cm? [§].

Simulations are currently used to reproduce the nucleosynthesis in this astro-
physical environments. This scenario involves several thousand nuclei connected
by more than several tens of thousands of reactions. This requires correspondingly
large reaction networks to describe the abundance distributions that follow from
these scenarios [23]. Figure|l.4|shows a region of the network around the measured
isotope 18Te. Given the large number of reactions, p process studies have to rely
on theoretical calculations [8 19, 24, 21].

Thus, it is of utmost importance to base these calculations on experimental
data. However, experimental data for charged particle reactions are rare. Espe-
cially cross sections in an energy region inside the Gamow window are interesting
for nuclear astrophysics [19]. Measurements of this kind in the astrophysical in-
teresting energy range are already very difficult for stable nuclei, especially for
isotopes in the p process region. The cross sections at this energy region are ex-
pected to be very small and thus increase the experimental challenges. However, a
particularly large number of proton capture cross sections on radioactive nuclei are
relevant for the production of elements in the p process. There are no experimental
data available for the cross sections on radioactive nuclei and thus the theoretical
calculations suffer from large uncertainties.
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Figure 1.4: Schematic plot of a region of the reaction network around ''*Te. The
reaction network is dominated by (,n) reactions and 7 -decays. Based

on nucleosynthesis simulations from [g].

The 18Te(p,y) experiment improves this situation. Radioactive *®Te ions were
confined in a storage ring and the proton capture cross section was measured.
18Te is the y-process product of 19I(v,p).

Figure [1.5 shows the mass flow of 9T, based on [24]. The sum of all production
fluxes is normalized to 100%. The blue arrows visualize the production fluxes.
With red arrows the destruction fluxes are shown. The destruction fluxes are
scaled with the same factor, as the production fluxes. Fluxes smaller than 1% are
not shown.

The main destruction path of ™I is the reaction "9I(y,p). This is the time
reversed reaction of 18Te(p,7), that has been measured in this experiment. Thus
the 8Te(p,y) reaction rate enables constraints on the %I(v,p) rate.
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Figure 1.5: Relative time-integrated mass flow of 9T, based on [24]. The blue ar-

rows indicate the production and the red arrows the destruction fluxes.

1.2 Stellar reaction rates and cross sections

Reaction rate

The first introduced variable is the reaction rate . The reaction rate is defined as
the number of reactions per time. The particles involved in the above described
scenarios only interact with a certain probability, depending on their amount, the
amount of reaction partners and velocity [25].

r=DN; N, -v-o(v), (1.1)

e N, = Number of projectile per volume,
e N, = Number of target nuclei per volume,
e v = relative velocity betweenN, and N,,

e 0(v) = cross section.

The cross section depends on the velocity v between projectile and target. It de-
scribes reaction probability in the form of an area in which the projectile interacts
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with the target. Each projectile sees this area. Thus, the total amount of reaction
depends on the flux of the projectiles ®. The flux equals the number of projectiles
per time passing the area of the sample which equals N,v.

Stellar reaction rate

In the astrophysical scenario, however, the cross-section depends not only on a
single velocity, but on the relative velocities v, that follow a distribution function.
The probability that the reaction partners are in the same velocity region (v+Av)
can be described by:

/OO O (v)dv =1, (1.2)

e &(v) = velocity distribution.

For the velocity distribution, a Maxwell Boltzmann distribution can be assumed.
In this way, an averaged reaction rate (ov) can be obtained for a pair of particles
by folding the differential cross section and the distribution of the relative velocity:

(ov) = /000 o(v)vd(v)dv. (1.3)

Energy dependence of the cross section

The reactions that are of interest in this experiment are reactions with charged
particles. Positively charged nuclei repel each other with a force that is propor-
tional to the product of nuclear charges. They have to get close enough to each
other in order to react, as they experience the strong nuclear force, when being
close enough. The combination of this attracting potential and the electric repul-
sion is the so-called Coulomb barrier [25]. Classically the energy has to be high
enough to overcome this barrier. The energies in stellar environments however
give not enough energy. Only in combination with the quantum mechanical con-
cept of tunneling through the Coulomb barrier the reaction can take place. This
probability increases with increasing energy.

Gamow window

The energy dependence of the cross section and the energy distribution of the
particle rates are dominating the energy dependence of nuclear reactions between
charged particles [25]. Figure shows the relative probability of the particles
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Figure 1.6: Schematic drawing of the Gamow window (grey). It is defined by the
Maxwell Boltzmann distribution (green) and the tunneling probabil-
ity (blue) of the particles, which are the dominant energy dependent

functions for charged particle reactions. Based on [25].

that can tunnel through the Coulomb barrier, rising energy and the energy distri-
bution of the particles, which is decreasing for higher energies. This means that
the number of available high energy particles is low. The product of these two
terms leads to a peak, visible in Figure The point at which the product of
these two factors reaches its maximum (Fjy) is referred to as the Gamow peak.
The region around this peak is called Gamow window. The Gamow window thus
determines the energy range in which the reactions most likely occur, hence the
measurement is astrophysically relevant. The measurements of the cross sections
124X e(p,y) and the radioactive isotope '8Te(p,y) have been performed at energies
relevant for nuclear astrophysics, close to the Gamow window.

From this measured cross section, reaction rates can be determined. These reac-
tion rates were obtained in the framework of this thesis and used within network
calculations to predict the final abundance distribution.






2 Proton-capture experiment

2.1 Experimental challenges

In this section, a more detailed description of the motivation for choosing an
experiment at a storage ring over a classical approach will be given. In a classical
approach the target would be a sample, depending on the isotope most likely
a solid sample. The light projectile would impinge on the heavy target. As this
experiment aimed at measuring a cross-section of a radioactive isotope, the sample
would be radioactive and hit by a proton beam.

Depending on the half-life of the radioactive isotope this would already be a
major challenge. The target would need to be produced close to the experimen-
tal setup, in order not to decay until the experiment is starting, or it has to be
produced immediately prior. Depending on the cross section of the isotope the
sample would also need to consist of many nuclei in order to reach a reaction rate
high enough for determining a cross section, which leads to high activities.

The first step in approaching the problem could be the usage of inverse kinemat-
ics. This way the projectile will be the radioactive isotope. The target a proton
target. This can be accomplished by using a hydrogen gas-jet target. This, solves
the problem of the production of a radioactive target. The ions necessary for the
inverse kinematic can be produced in flight, as described later.

As the cross sections of interest for astrophysics are small, the reaction rates
with this approach would still be too low. A possibility to achieve a higher num-
ber of reactions could be an increase of the size of the hydrogen gas-jet target.
However, the ions would lose energy inside the target. This way the cross section
would not be measured anymore at a precise energy but integrate over an energy
range.

In order to achieve a measurement in the low-energy region, that is interesting for

astrophysics, measuring with enough statistics and at a precise energy the storage
ring is the right setup. The radioactive ions are stored in the ring and thus pass

13
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multiple times through a thin hydrogen gas-jet target. There is almost no energy
loss in the target. The small energy losses that occur when passing the target
are compensated in the electron cooler. By recycling the beam, high luminosity
of magnitudes of 10%* cm™2- s7! can be reached [26]. Compared to single pass
experiments with a proton flux of around 107 particles per second, target densities
of 10'® atoms/cm? would be needed in order to reach the same luminosity.

2.2 GSI Accelerator facility

This innovative experimental approach has become possible at the research fa-
cility GSI (Gesellschaft fiir Schwerionenforschung) ,Helmholtz Center for Heavy
Ion Research, located in Darmstadt, Germany, where two unique facilities, the
Fragment Separator (FRS) [27] and the Experimental Storage Ring (ESR) [28] are
combined. The FRS enables the production of heavy radioactive nuclei that can
be subsequently stored in the ESR.

Figure [2.1] shows a schematic of the accelerator facility at GSI. This facility has
the capability to produce and accelerate highly-charged ions from hydrogen up
to uranium. The ion source is the starting point for the production of positively
charged ions. When these ions enter the following linear accelerator they have been
already accelerated up to 0.2% of the speed of light [29]. The ions then enter the
Linear Accelerator UNILAC (Universal Linear Accelerator). Within 120 meters
they can be accelerated up to 20% of the speed of light [30]. In this experiment
the ions get injected from the UNILAC into the ring accelerator SIS18 (Schwerio-
nensynchroton 18). With a circumference of 216 meters the SIS18 can accelerate
the ions further on every circulation. Within seconds, they can be accelerated up
90% of the speed of light [31]. The ions can be injected directly into the ESR or
into the FRS.

As in this experimental campaign the goal was to determine cross sections for
radioactive ions, these need to be produced. By shooting the stable primary ?4Xe
ions on a Be production target different ions where produced, among them the
radioactive isotope ''8Te. The fragment separator can separate them by their
mass to charge ration from other reaction products in-flight [32]. Afterwards,
the ions were stored in the ESR. During this experiment, measurements with the
primary ?*Xe beam as well as with the secondary '8Te beam were performed.
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Figure 2.1: Accelerator facility at GSI [33].

2.2.1 The experimental storage ring (ESR)

Figure 2.2 shows a schematic drawing of the ESR. The individual components that
modify the beam are labeled and explained in more detail below. The ESR has a
circumference of 108.36 m. The red arrow indicates the position of the injection of
the beam. For one measurement cycle multiple injections are accumulated in the
ESR. The so-called stacking accumulates 20 injections and thus made it possible
to reach high beam intensities. The accumulated ions go through different mod-
ification phases before the target is turned on and the measurement starts. The
ion beam was cooled and decelerated down to 6 and 7 MeV /u providing about 10°
ions for the measurement.

During each revolution the beam passes through radiofrequency cavities (RF).
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Figure 2.2: Schematic drawing of the ESR.

These RF cavities enable a deceleration of the beam with electromagnetic fields
oscillating at radio frequencies. The beam is modified in addition to the radiofre-
quency cavities by stochastic cooling and electron cooling.

Stochastic cooling

Stochastic cooling was part of the cooling system during this experimental setup.
It is designed for rapid cooling. It can reduce the momentum spread of the frag-
ment beam, inserted from the FRS. The ions entering the ESR from the FRS
arrive with a momentum spread and emittance for which the electron cooler is too

slow [34].

The stochastic cooling is based on a fast-feedback system that measures position
and angular mismatch of the ions at one side of the ESR. It applies a suitable
correction, using a fast magnet on the opposite side of the ESR. Within a few
seconds the fragment beam, which covers the entire momentum spread of the beam
(Ap/p = 2%) is reduced to a momentum spread of below 0.1%. This pre-cooling
of the fragment beam is further increased by the electron cooler [34].



2.2. GSI Accelerator facility 17

lectron
Collector
un | |

High voltage platform

Electron beam

118Te beam

/ / /

\
g

Figure 2.3: Schematic drawing of the electron cooler. With an electron gun, elec-

trons are inserted alongside the recycling beam. The interaction of the
cold electrons with the ions leads to a reduction in energy and momen-
tum spread, illustrated by the blue and red arrows. The electrons are

stopped by a collector and not recycled like the beam.

Electron cooler

The electron cooler is used to yield the final momentum spread of the ions to about
107° [35]. This small momentum spread is needed for high resolution experiments.
The electron cooler is also used to compensate the small energy losses the ions
suffer in the internal target. Without the compensation the ions would get lost
very fast. The beam lifetime of the 18Te ions at TMeV /u resulted to be of about
1.5 seconds [26].

Electron cooling uses the Coulomb interaction of heavy charged particles and a
cold electron beam. The interaction between cold electrons and the particles lead
to a reduction of energy and momentum spread [36]. Figure shows schemati-
cally the setup of the electron cooler. The ions are recycled through the electron
cooler and thus modified, whereas the electrons well be renewed every time.
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2.3 The experiment E127b

The performed experiment was called E127b. It followed the E127 experiment in
2020, that measured the proton capture cross sections of '**Xe at 6.96, 7.92 and
10.06 MeV /u [37]. In the following the details of the E127b will be discussed. It will
be given an overview of the whole beam time, about one measurement cycle and
about the used detection systems in this setup. Additionally, the normalization of
the cross section will be explained.

2.3.1 Beam time schedule

Figurd2.4shows a schematic overview of the beam time schedule. Additionally, the
time for the calibration measurements of the X-ray detectors is given. The time
of calibration is visualized in grey. A first measurement was performed before the
beam time and a second after the beam time. Both measurements were compared
for the analysis.

The orange labeled time shows the setup time for the FRS and ESR. Adjust-
ments of the ESR or FRS settings during the beam time are not further visualized
as they only covered short time frames. The measurements are displayed in green
and red. Red labels the measurements that were not used for analysis. Short
interruptions are not labeled.

The measurements were performed under different conditions. In the first part
of the beam time '?*Xe was measured, with and without the usage of the scraper.
In the second part '®Te was measured with the scraper. Within these settings the
position of the scraper varied in different data settings. The following setups have
been employed during the experiment:

e Setting 1:'*'Xe beam at 7 MeV /u without the scraper
e Setting 2:'**Xe beam at 7 MeV /u with the scraper
e Setting 3:''®Te beam at 7 MeV /u with the scraper
e Setting 4:'"®Te beam at 6 MeV /u with the scraper

The analysis has been performed individually for the different data setting. The
measurements without the scraper were mainly used for calibration, due to their
high statistics. The data with the scraper was used for the final cross section
determination. Within these setups multiple beam cycles were measured. One
beam cycle includes accumulation, deceleration and measurement.
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Figure 2.4: Schematic overview of the beam time schedule, including calibration

measurements.

2.3.2 Measurement cycle

An overview of the ions in the ESR over time in one beam cycle is illustrated in
Figure In orange the time of accumulation is marked. From the FRS hot
fragments at about 400 MeV /u are inserted into the ESR. These fragments were
pre-cooled by stochastic cooling. By accumulating up to 20 injections from the
FRS high beam intensities could be achieved [26]. In Figure this can be seen
by the stepped increase in the number of ions.

The accumulated ions were decelerated to the low energies of the measurement.
During this experiment they were decelerated down to 7MeV/u and 6 MeV /u.
After the deceleration that is marked in green in Figure [2.5|the electron cooling of
the ions continues through the measurement time. The measurement duration in
which the data for the analysis is taken, illustrated in red was about 15 seconds [26].

The data during the experiment was recorded by the data acquisition (DAQ).
The starting time of a measurement was given by a trigger signal indicated the
activation time of the internal gas target. The trigger signal was called target _ON.
The measurement stops when another trigger signal is received, that was called
target_OFF, indicating that the target is off.
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Figure 2.5: Overview of a single beam cycle that includes accumulation, decelera-

tion and measurement of the ions.

2.3.3 Detection systems

The measured data during the experiment has been provided mainly by the HPGe
detectors and the Souble-Sided Silicon Strip Detector that will be described in
more detail in the following. The data acquisition records the data and modifies
it before it is stored in the outputfile for the analysis. The primary input data in
the measurement system includes energy and timing signals. The DSSSD provides
time and amplitudes of the energy deposition of the heavy recoils after the reac-
tion at the target in its 32 channels. The three HPGe detectors deliver time and
amplitudes of the X-rays. This way the relative times between the signals were
known. Every DAQ event had a global timestamp.

High Purity Germanium detectors (HPGe)

HPGe detectors are semi-conductor detectors dedicated for photon spectroscopy
at high resolution. The detection of a photon is based on its interaction with the
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detector material. Photons are absorbed or scattered in matter. Photons that
have sufficient energy for ionization, can interact with the electrons of the atomic
shell in the material by the photoelectric effect, Compton scattering, and above an
energy of 1.022 MeV by pair production [38]. Due to its high atomic number and
the resulting good absorption properties, germanium is suitable for the detection
of radiation. Semiconductor crystals have a small band gap (~ 1 eV) between
valence and conduction band. Electrons can be excited into the conduction band
spontaneously at room temperature. To prevent this, the detectors are cooled. The
electrons that are excited into the conduction band leave holes in the valence band.
A depletion zone is created in the detector, in which there are no more mobile
charge carriers. By applying an external voltage, this zone can be enlarged. This
area is used for the detection of photons. When a photon hits this area, electron-
hole pairs are generated. These are separated from each other due to the electric
field and can then be measured via an anode or cathode. The energy resolution of
semiconductor detectors is very good, since the average energy required to produce
an electron-hole pair is very low, approximately 1 eV. The pulse is converted to a
voltage signal and evaluated by the digital data acquisition and is proportional to
the deposited energy.

Double-sided silicon strip detector

To detect the products of the (p,y) reaction, a Double-Sided Silicon Strip Detector
(DSSSD) has been used. The material of this detector, silicon, is a semiconductor.
In the case of silicon there is a band gap of 1.1 eV. This means, that electrons
in the valence band need to overcome this band gap in order to be lifted into
the conduction band. By manipulating the material, the attraction of electrons or
holes for the conduction band or the valence band can be increased, by introducing
lower energy states within the band gap. These semiconductors are then called n-
or p-type semiconductor. By combining these conductor types, a layer is created
between them which is called depletion layer. In this layer all free electrons and
holes are combined. By applying a voltage across the depletion layer, it can be
further expanded. If a charged particle passes through this region it generates
electron-hole pairs inside this layer.

Figure [2.6 shows a schematic view of the detector. If the particle enters the
depletion layer it creates electron-hole pairs that diffuse to different sides. Due
to the electric field, these pairs become separated and can be read out, provid-
ing information about the deposited energy of the particle. This information can
be obtained from both the n-side and the p-side of the detector. The design of
the double-sided silicon strip detector builds up on this principle. The p-side of
the detector is divided into 16 strips, while the n-side is similarly divided into 16
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Figure 2.6: Schematic drawing of a Double-Sided Silicon Strip detector (DSSSD).
The strips in which energy was deposited by the particle are marked
in green and blue. The combination will be called pixel and is defined

by the red area.

strips, oriented perpendicularly to the p-side strips. Consequently, when energy is
deposited in the depletion layer on the n-side, one of the p-side strips also registers
a response. These corresponding strips, that measured a signal in coincidence are
marked in blue and green in Figure As these strips are oriented orthogonal
to each other, the resulting region where the particle deposited energy forms a
so-called pixel, visualized in red in Figure 2.6| This allows a localization of the
energy deposition. The detector had a size of (49.5 x 49.5)mm?. With the 16
strips this leads to a resolution of 3.125 mm
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2.4 Cross section normalization

This work aims at the determination of a cross section for a proton capture under
gamma emission. The cross section describes the probability that a reaction occurs.
The measurement requires the determination of the number of reaction products
after the proton capture, the number of protons, as well as the number of ions
prior to the capture. This would be the number of *8Te ions before capture and
the number of 11 ions after capture. To determine this, the number of ions in
the ring, as well as the target density has to be known exactly. Alternatively the
cross section can also be determined relative to a parallel occurring process. This
approach often yields smaller uncertainties. In this experiment the proton capture
cross section is determined relative to the electron capture at the hydrogen gas-jet
target. A more detailed description of the electron capture process will be given
in the following subsection [2.4]

The following formula describes the determination of the (p,y) cross section
relative to the radiative electron capture cross section (K-REC):

Nipy)

. 2.1
Nk_rEc TKrEC (2.1)

Olpry) =

Here N, describes the number of reaction products of the proton capture un-
der gamma emission. The determination is described in more detail in section [2.5]
Nk_grec is the number of emitted photons after electrons from the target atoms
are captured in the K-shell of the bare, stored ion. In order to obtain Nkx_grgc the
number of detected events has to be corrected by the efficiency of the detector. The
efficiency of the used X-ray detectors is given by ex_grgc and will be determined
in section 2.4.1] A closer description of the X-ray detectors, HPGe-detectors, used
is given in subsection [2.3.3]

The efficiency for the DSSSD is assumed to be 1. This is based on the high
energies that are deposited in the detector and thus fully stopped and on the ex-
perience of previous experiments. In the framework of this thesis one analytical
approach was performed that corrects the number of detected events by an effi-
ciency. More details about this approach will follow in section [4.3.2]

The angle dependent cross section ox,pc = [,q dadeREC dS) of the radiative
electron-capture into the K-shell can be predicted very accurately, with an uncer-
tainty of 1% by theory [39]. The theoretically predicted cross sections for ?4Xe

and "8Te at the measured energies can be found in section [2.4.3]
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Figure 2.7: Schematic drawing of the radiative electron-capture into the K-shell
(K-REC).

Radiative Electron-Capture process (REC)

When a charged ion captures an electron and simultaneously emits a photon,
the recombination process is called radiative electron-capture (REC). During this
experiment, this process can occur when the stored ions pass through the hydrogen
gas-jet target and possibly capture an electron from the target ions. If an X-ray
photon ionized an atom by removing an electron, an empty place in one of the
shells will occur. Figure shows schematically an electron capture-into the K-
shell of an atom. This capture is called K-REC. Figure illustrates also more
of the outer shells of the atom which are labeled as K-, L-, and M- shell. The
electrons can be captured into the different shells of the atom. Dependent on
the energy further cascades between the shells can take place. The advantage
of the capture into the K-shell is, that the cross section is very large, leading to
high statistics.the emitted photon has an energy that is clearly differentiable from
cascades. The emitted X-rays are detected by three HPGe detectors, positioned
under different angles.

The radiative electron capture is the time-reversed process of the photoioniza-
tion process, in which matter ejects electrons under the influence of electromag-
netic radiation. As this process is well understood it is possible to do theoretical
calculations with high accuracy and determine the K-REC cross section for any

energy [1].
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X-ray detectors

Figure 2.8: Pictures and a schematic drawing of the HPGe-detectors. The detec-
tors are placed around the target at 35°, 90° and 145° and measure the

photons that are emitted in the target section.

2.4.1 Calibration of the HPGe-detectors

In order to determine the number of counts (Nkx_grrc) from the electron capture
into the K-shell, three detectors where used. The detectors used in this experi-
ment HPGe detectors. They have been positioned under different angles at 35°,
90° and 145° with respect to the gas-jet target. The placement of these detectors
at different angles allowed for an analysis of the isotropically emitted radiation,
from different positions. Figure [2.8| shows two pictures and a schematic drawing
of the three detectors in the target region. It illustrates the positioning and ori-
entation of the HPGe detectors relative to the gas-jet target. To ensure accurate
measurements, the HPGe detectors where energy and efficiency calibrated, both
prior to and following the experiment. The calibrations will be explained in more
detail in the following subsection.
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Figure 2.9: Energy calibration of the HPGe-detectors.

Energy calibration

For the energy calibration, v-ray sources with well known emission properties were
used. These calibration sources were 2°Pb, 2! Am and **Ba. They are emitting
characteristic gammas of energies between 26 and 81 keV. By using the charac-
teristic lines of the sources an energy calibration was performed. Correlating the
pulse heights registered by the detector to the expected energy values of these cal-

Detector angle [°] a [keV /channel] b [keV]

90 0.0255 £ 0.0002 -1.98 £ 0.14
145 0.0258 £ 0.0001  -2.4 £0.9
35 0.0249 £ 0.0002  -2.5 £ 0.1

Table 2.1: Results of the energy calibration of the HPGe detectors, obtained from

a linear fit. The coefficient a describes the slope and b the intersection
of the fit.
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Figure 2.10: Set up for the calibration of the HPGe-detectors, in order to repro-

duce the geometry during the experiment. The left picture shows a
front view with one of the measured calibration sources. On the right

picture a side view is given.

ibration sources, a calibration correlation was established. The pulses are assigned
to a channel, and they follow a linear relation with the corresponding energy:

E(Channel) = a - Channel + b (2.2)

During the energy calibration, the unknown factors a, b must be determined.
Once these factors were determined, the calibration of **Xe and '*Te spectra
was possible. Visualized in Figure [2.9]is the relation between the energy and the
corresponding channels, illustrating the linear behaviour. The parameters of the
linear fit are shown in Table.1l

Efficiency calibration

Part of the radiation emitted by a source is not detected. The rate of photons
detected to emitted by the source is referred to as the detector efficiency. This
detector efficiency can be measured using calibration sources with known activities
and gamma emission intensities. For this purpose, the same sources, 21°Pb, 2! Am
and '33Ba, as for energy calibration were used. In order to acquire an efficiency
value that accurately reflects the specific geometry between the target and detec-
tors, for the efficiency calibration the setup had to be reproduced geometrically.
Figure [2.10] shows the setup of the calibration of the detectors for one detector.
The setup during the efficiency measurement ensured that the solid angle coverage
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is the same as during the experiment.

The efficiency of the detectors can be experimentally determined with the fol-
lowing formula:

Ncounts
= ) 2.3
¢ L, -7 A-theas (2:3)

The number of detected events at the corresponding energy is Neounts, the ac-
tivity of the calibration sources at the time of the measurement is A, the line
intensity of the measured gamma line is I, the measured time is t,,cqs and 7 is
the dead time of the detector. In order to obtain the activity at the moment of
measurement, the activity Ay at time to has to be corrected by the decay of the
source during the waiting time ¢,,:

A= Ag-exp(—Aty,) (2.4)

The activities Ag of the used calibration sources have been taken from the corre-
sponding source certificates. The decay constant of the radioactive source is A. As
the measurement time is much shorter, than the decay constant a correction of the
decays during the measurement time can be neglected. The determined efficiencies
for the three HPGe-detectors are shown in Figure 2.11] The data were fitted in
order to extract the efficiency ex_rgc at the energy of the electron capture into
the K-shell. As an analytic fitting function for the efficiency the following formula
was used:

e(F)=a-exp(b-E)+c-exp(d-E) (2.5)

The energy lines for 12*Xe and ''¥Te are expected in the region of 40 to 46 keV
for the detector at 90°. In these regions the fit uncertainty is in the order of 4 %.
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Figure 2.11: Efficiency determination of the HPGe-detectors for 90°, 145°, 35°,

starting from the top respectively.
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2.4.2 Beam energy reconstruction

In the previous sections the beam energies have been referred to as measurements
at 6 and 7 MeV /u. These values are not the exact energies. The electron cooler
is responsible to keep the beam at a precise energy. Thus, with the information
obtained from the electron cooler the precise energies can be determined [40].

The voltage set at the electron cooler differs from the actual measured voltage.
In order to determine the exact voltage an offset has to be subtracted from the
set values. The offset in this experimental setup was -95 V. In addition, the space
charge potential @y of the electron beam has to be taken into account. It reduces
the effective voltage seen by the electrons and thus reduces their energy. If the
density of the electrons is assumed as constant, the space charge potential &, can
be determined with [40]:

Iset Rtube
O(r)=— 1+2ln—— ). 2.6
(T> 47T60/600 ( nRe—beam) ( )

In the equation the radius of the electron beam R peam is 2.54 cm. It is
smaller than the radius of the tube Riu., with a value of 10 cm. The cur-
rent of the electrons is I, its values can be found in Table The constant
€ = 8.854 - 10712¥2. Since fy=2 it can be determined from the Lorentz factor:

V= — (2.7)
-5
Therefore:
o= /1~ (2.8)
0 72 . .
For the space charge potential the formula can be reduced to:
Iel
dy = —0.11215 - — (2.9)
0
Following, the effective voltage Vieas can be determined with:
Vmeas =V + V;)ffset + q)O- (21())

The final values for V.5 as well as Vi, can be found in Table The uncertainty
of the voltage offset is in the order of around 10 %. With the corrections for the
voltage, the energy of the electrons F, can be determined:
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Eel =e€- Vmeasa (211>

where e is the electron charge. Knowing this, also the exact energy of the ions can
be calculated. The kinetic energy of the ions is described by:

Fiin = mc*y —mc?, (2.12)
with m being the mass of the ions [41]. Combining with the Lorentz factor +:

Ekin
mc?

(y=1) = (2.13)

In the equilibrium (y - 1) is the same for electrons and ions. Thus, the energy
of these ions can be calculated with: [40]:

Mion

Eion = L] -
My

(2.14)

In Table [2.2] all final values are given. In general, this calculation is iterative.
In this case five iterations have been performed, f; is assumed as a good estimate.
The uncertainties for the final energy are of around 0.3%. The contribution to this
uncertainty is coming from the uncertainty of the measured voltage offset. The
uncertainty of the momentum spread of the beam can be neglected.

Tons  Epom [MeV/u] Viet [V] Vineas [V] Lt [mA]  Eion [MeV /u]
124% e 7 4008.3 3913 £10 50 7.05 £ 0.02
6 3460.5 3364 +10 50 6.044 £+ 0.018
118Te
7 4008.3 3913 £+10 50 7.05 £+ 0.02

Table 2.2: Beam energies calculated at which the measurements where performed.
Vet describes the voltage set at the electron cooler and V.5 the value
under which the measurement was performed. The set current is given

by It and the final energy of the ions by Fig,.
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2.4.3 Theoretical differential cross section of the electron

capture

The cross section of the electron capture can be predicted very accurately by
theory [1], as explained in section The used cross section was calculated by
Prof. Dr. Andrey Surzhykov [42]. The uncertainty of this cross section is estimated
to be in the order of 1%. In Table[2.3|the theoretically determined differential cross
sections dadeREc for the HPGe detectors, positioned at 90°, 145° and 35° are shown.
The size of the solid angle of the detector is neglected. The cross-section at the
central detector position is used. The effect is covered within the the uncertainty
of the cross section [43].The values are shown for the two energies of the "¥Te

beam, as well as for the >*Xe beam.

2.4.4 Determination of the number of electron captures in the
K-shell
After successfully calibrating the energy and efficiency parameters, the spectra

obtained during the beam time can be used to determine the number of emitted
photons subsequent to electron capture into the K-shell.

E [MeV /u] oKREC [harn /5]
H8Te 90° 145° 35°
6.044 206+2 66.9+0.7 70.4+0.7
7.05 176 £2 56.8+0.6 59.8+0.6
124Xe
7.05 19042 61.14+0.6 651+0.7

Table 2.3: Theoretical determined differential cross sections “E=REC for the HPGe

aQ
detectors, positioned at 90°, 145° and 135°.
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Figure 2.12: Calibrated X-ray spectrum recorded by a HPGe-detector, positioned
under an angle of 90° in the target region during the measurement

with the 1?*Xe beam at 7 MeV /u.
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Figure 2.13: Calibrated X-ray spectrum of '**Xe (red) and "8Te (blue) both at 7
MeV /u, measured with the HPGe-detector at 90°.
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Figure shows an x-ray spectrum that has been taken during the experi-
ment with a HPGe-detector under an angle of 90°. Labeled with K-REC is the
corresponding peak for photons emitted after an electron is captured into the K-
shell. Moreover, within the spectrum, there exist more peaks corresponding to
other captures. The peak denoted as Kj results from the photons emitted after a
cascade into the K-shell after a capture of the electron into the M-shell. Similarly,
the peak emerging from the capture into the L-shell, cascading to the K-shell is
marked with K,. By integrating over the K-REC peak and subtracting a linear
background fit the number of counts in the peak can be determined. The area over
which the integration took place is marked in grey. Figure shows exemplary
the case for an angle of 90°. This spectrum has been measured with the %*Xe
beam at 7 MeV /u. For the other angles and energies the determination of counts
was done in the same way.

The spectrum is individual for every measured ion. In Figure the X-ray
spectrum of '**Xe at 7 MeV /u is compared to the spectrum of 8Te at 7 MeV /u.
As all peaks can be identified the spectra can also be used to determine, if a con-
tamination of other ions was in the setup [26]. This ensures a clean measurement
during this experiment with only ?*Xe or ''8Te ions.

2.5 Detection of the (p,7) reaction products

In order to detect the reaction products resulting from proton capture, thex were
separated from the stored beam. The challenge lies in identifying and counting
the reaction products. The approach for a separated detection is the usage of
a dipole magnet. In the experimental setup, the dipole magnet was positioned
behind the target section. It provides magnetic separation between the reaction
products and the stored beam. Figure presents a schematic drawing of this
magnetic separation process. The unreacted beam is drawn in blue, showing its
trajectory within the dipole magnet. Since the particles are charged the magnetic
field (B) forces them onto a circular trajectory within the field. The degree of
bending, referred to as the bending radius (p), can be derived via Lorentz and
centripetal force:

Bp=p/q (2.15)

After a proton capture the momentum p remains almost unchanged. Based on
the assumption hat the emitted gammas as well as the captured protons have
negligible momentum. The charge ¢ of the reaction product increases by one
when capturing a proton. This leads to a decreased bending radius. The reaction
products thus shift to the inner side of the ring. The shift of the reaction products
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Figure 2.14: Separation of the reaction products inside the dipole magnet.

of the proton capture is illustrated in green. If the charge of the ions would be
decreased by one, the reaction products would shift to the outer side of the ring as
it is the case for electron capture. In Figure this is shown by a red line. In a
previous experiment this has been used to detect the down-charged ions produced
by electron capture [44]. By placing a detector at the inner side of the ring the
reaction products of the proton capture can be observed. Figure illustrates
a schematic drawing of the used detector at the inner side of the dipole magnet.
The used detector is a Double Sided Silicon Strip Detector (DSSSD). It consists of
16 strips in x and 16 strips in y direction. The detector is described in more detail
in section [2.3.3] This approach allows an exact determination of the number of
the reaction products.

In addition to the reaction products of the proton capture, other reactions are
registered by the DSSSD. The '®Te ions can also scatter at the atoms of the
hydrogen target. This so-called Rutherford scattering will be described in more
detail in the following subsection. The detected scattered particles form a back-
ground from which the reaction products must later be distinguished. But already
in Figure it becomes visible that the Rutherford scattering is influencing the
peak to background relation.
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Figure 2.15: Schematic drawing of a DSSSD placed at the inner side of the ring,
based on [45].

2.5.1 Rutherford background

As briefly mentioned in the previous subsection in the target region, additional
processes occur alongside the proton capture. The proton capture at the target
occurs only rarely. In contrast, many ions scatter at the atoms of the target.
This scattering, referred to as Rutherford scattering, introduces a significant back-
ground contribution [46]. The particles lose energy by scattering at the target. In
case of backward scattering more than in the case of forward scattering. Based
on the smaller cross sections at lower energies, the peak-to-background relation
is significantly worse for low energies. Figure [2.16] shows schematically, the scat-
tering of the ions in all directions. The perspective angle is from above. This
makes it possible to determine which scattered particles are going to hit the de-
tector. Connected by a dashed line, two regions are marked, that are supposed
to be the forward and backward scattered particles that will hit the detector at
the same strip. By analyzing the deposited energy it is possible to distinguish
between forward and backward scattering. For small expected (p,7y) cross sections
the Rutherford background can hamper the analysis significantly and can intro-
duce large uncertainties. This is the central challenge of the current experiment,
since the low energy cross sections, relevant in astrophysics can be very small and
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Figure 2.16: Schematic drawing of the Rutherford background formation

radioactive beams have limited intensities. In order to reduce the background
contribution by the Rutherford background in a previous PhD thesis a scraping
technique has been developed and tested for the first time during this beam time
with the ?*Xe primary beam [37]. This has made it possible to go to low energies

of 6 MeV /u for this experiment.

2.5.2 Scraping technique

The idea behind this scraping technique is the usage of a stainless steel sheet that
is positioned in the region of the Rutherford cone, to block the background before
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Figure 2.17: Schematic drawing of the scraping technique [37].

entering the dipole-magnet. This device will be called scraper in the following. The
development of this scraper was part of a previous PhD thesis from Lazlo Varga,
more details on the scraper can thus be found in his thesis [46]. Figure shows
schematically the usage of the scraper. Right after the target, the (p,y)-reaction
products and the primary beam have the same trajectory. The developing Ruther-
ford cone around this trajectory extends over the flight distance. This results in a
separation of the reaction products, that are of interest and the scattered particles.
By placing the scraper into the region of the scattered particles the background
can be blocked. The particles that are not blocked enter the dipole magnet and
the reaction products can be, as described above, magnetically separated.

For a better understanding of the setup, as well as the reactions that took place,
simulations were performed. These simulations also predict a background free
measurement in the region of the (p,y)-peak, with the usage of the scraper. In the
following chapter, before the recorded data are interpreted, this will be discussed
in more detail.



3 MOCADI Simulations

For the simulations of the nuclear reaction and the related two-body kinemat-
ics in the storage ring environment, occurring during the experiments, a Monte-
Carlo code called MOCADI, developed at GSI was used [47, 48]. The simula-
tions involved modeling the distribution of the reaction products of *¥Te(p,x) and
124Xe(p,x) at ion beam energies of 6 MeV /u and 7 MeV /u. Additionally, the new
scraping setup that has been tested was included into the simulations.

MOCADI is a tool to simulate trajectories of ions in electromagnetic fields and
materials. A key aspect of the simulations was to study the trajectory of the various
reaction products in the ring. An external script, performing two body reactions,
was used as to generate the reactions. Elastic scattering, proton capture and (p,n)
reactions were started at the position of the hydrogen gas jet. The MOCADI
code was then used to track the reaction products first through the quadrupol
and then through the first part of the dipole to the detector position. The (p,n)
reaction was only simulated for the 2*Xe runs and not for the 1**Te, because the
118Te experiment was only executed below the (p,n) energy threshold of 7.57 MeV.

Each reaction channel was simulated separately, due to the included two-body
kinematics. The distribution of the reaction products can be extracted at various
positions along its trajectory. In order to obtain a realistic estimate of what can
be expected on the detector, the reaction products, that have been simulated
individually, can be combined in a final plot.

In Figure[3.1]the spacial distribution of the *8Te(p,7) reaction products is shown
at three different positions. It is at the target region, after passing through the
quadrupole magnets and at the position of the detector. The scale is given in
centimeters. Negative values are describing positions closer to the center of the
ring in x or below the stored beam orbit in y.

Proton capture on *¥Te leads to 19I. At the target region, this reaction takes
place. The number of reactions was set to 100000. The position of the beam is
focused at the center at the beginning of the simulations. After the target sec-
tion the reaction products drift along the beam axis, which reveals the kinematic
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Figure 3.1: Simulations of the (p,y) peak at the target region, before entering the
dipole magnet and at the detector position (clockwise from top left).

The detector position is marked in the lower plot by a red frame.

broadening resulting in a cone of reaction products. In the top right image of
Figure the reaction products have already traveled a distance of around 6.6 m
from the target.

The quadrupole magnets alternate between focusing and defocusing of the beam.
In the first magnet the focusing takes place in the horizontal direction (x) and in
the subsequent magnet in the vertical direction (y). After around 8.15 m the reac-



41

tion products enter the dipole magnet. They undergo bending towards the inner
side, causing their simulated positions to be represented as negative values on the
x-axis. The distribution becomes symmetric in both the x- and y-directions upon
entering the dipole magnet. However, due to the image scaling in the lower panel
of Figure [3.1], this symmetry appears as an elongation in the y-direction. Addition-
ally, the detector has been positioned at a tilt of about 45° within the ESR setup.
Thus, the shape of the simulated peaks has to be modified accordingly to match
the experimental data. The distribution of the beam profile contains information
about its behavior at different stages of the experiment.

In order to establish a connection between the simulations and the analysis
of the experiment, particular focus is placed on the simulations at the detector
position. Therefore, it is also relevant to identify the position of the detector in
the simulation. The lower image in Figure|3.1]shows in red the active area covered
by the detector within the simulation. For the following plots only the region of the
detector will be shown. To ensure a coherent comparison between the simulation
and the experimental data, some adjustments of the simulated spectra where made.
First, the values presented in the plots are converted to positive ranges. Moreover,
a stretching by a factor of v/2 of the y-axes is used. This approach is done due to
the 45° tilt of the detector.

(p.7) peak

Figure shows the simulated (p, ) peak in the detector region in 3D. The area
of the (p,y) peak only covers a small region. This is due to the fact, that the
emitted ~-rays carry only very small momentum compared to the beam and heavy
reaction products.

Image b) in Figure shows the (p,y) peak if the simulation includes only a
single ground state transition. The resulting shape of the peak is very different
than the experimental data. From the general shape of photon-strength functions
it is known that ground state transitions at such high excitation energies as in the
present case are unlikely and mainly transitions resulting in two- to three-step ~
cascades will occur. Figure a) included v cascades with multiplicity 3. This
simulation describes the experimentally observed peak form. The simulations do
not include a realistic representation of gamma cascades for I, which would need
full knowledge of the nuclear structure of '°I. However, this is in this case not nec-
essary as the peak is not sensitive to details of the cascade.

The (p,y) peak in Figure can be described by a two-dimensional Gaussian
in good approximation. In order to determine the number of the counts from
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Figure 3.2: Simulation of the (p,y) peak of a proton capture in 18Te at 7 MeV /u.
Image a) shows a simulation of the (p,y) peak that includes 3 v cas-
cades. Image b) shows the (p,y) peak with a transition to the ground

state without v cascades.

experimental data later on the peak will be integrated, but for the description of
the background by a fit, the (p,y) peak will be described by this approximation.
The simulations of the peak have been additionally used to determine the relative
position and kinematically allowed area of the (p,y) peak. For the final analysis
this region will be used to integrate the data in order to determine the number of
counts.

Rutherford scattering

Figure 3.3 shows the simulated Rutherford scattering background in addition to
the imulated (p,y) reaction products for 18Te at 7 MeV /u at the position of the
detector. The ions that undergo Rutherford scattering at the target region hit the
detector. A more detailed explanation of the formation of the Rutherford back-
ground was given in section [2.5.1

Before combining the two seperately simulated processes the simulation output
of the Rutherford background has been weighted. The simulations do not include
the angular dependency of the cross section. Thus, this has to be done in a separate
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Figure 3.3: Simulation of the Rutherford background combined with the simulated
(p,7) peak for "8Te at 7 MeV /u.

step. The following equation shows the dependence of the Rutherford cross section
on the scattering angle and the kinetic energy

1
O Ruther ford X )
Ekin

3.1
-sin*(9/2) (31)
® 0 Ruther ford = Rutherford cross section

® F;, = kinetic energy of the ions
e ) = scattering angle.

as (p,y) events.

The Rutherford scattering causes a background in the region of the peak. For
the analysis this means, that in order to determine the number of counts in the

peak it has to be estimated which counts are background and which can be counted
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Figure 3.4: Simulation of the Rutherford background, ion energy vs. horizontal

position (x).

As introduced in chapter the background contribution caused by Ruther-
ford scattering at the target consist of events that can be related to forward or
backward scattering in the center of mass. To differentiate between the forward
and backward scattered ions in one strip of the detector, the deposited energy
needs to be considered. The ions that have been scattered forward deposite more
energy than the backward scattered ions. Fig. displays the forward and back-
ward scattering, by plotting ion energy vs. horizontal position (x).

Following from the explanations in chapter The distribution of the scat-
tering products can be assumed to be spherical. On the detector, this would mean
that a circular filled surface should be visible. However, the simulations show a
ring-like structure. This can be explained with the reaction kinematics. The upper
and lower parts of the scattered particles from the sphere are cut off and therefore
do not land on the detector. This significant structure helps to determine the
position of the detector when comparing the experimental data with the simula-
tions. Additionally, it can be used for energy calibration. Image b) of Figure
shows the measured data from the experiment with the ?*Xe beam at 7 MeV /u.
Image a) shows the corresponding MOCADI simulations. The image includes the
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Rutherford simulation and the (p,y) and (p,n) reaction products. The simulations
describe the experimental data. In the region of the (p,y) peak a background
contribution of the Rutherford scattering is given, which can not be fully discrim-
inated by ion energy and/or position cuts. Thus, it has to be modelled to obtain
the pure peak content.

Simulation of the background reduction

To reduce background, induced by Rutherford scattering, a scraper was devel-
oped [37]. Images c¢) and e) of Figure [3.5[ show the by MOCADI simulated effect
of the scraper. Image c) displays the ion energy over x and image e) shows the
position plot. For these simulations, the same setup for the MOCADI simulations
has been used as for image a), but after the simulation an extra condition has been
applied to the simulation output: Particles that pass the position of the scraper are
omitted for analysis of the ion distribution in the detector plane. As a result of this
modified simulation, the (p,y) peak is background free in the energy over x plot
in Figure c¢). Additionally, the (p,n) peak can be seen. This means that at the
target region a proton was captured but instead of a v a neutron has been emitted.
In the data without the scraper the (p,n) distribution is completely concealed by
Rutherford scattering. This shows the benefits of the usage of the scraper. For
the measurements with the 8Te beam no (p,n) peak is expected. The energies at
which '8 Te has been measured are below the (p,n) reaction threshold of 7.57 MeV.

The images d) and f) of Figure shows the experimental data of ?*Xe at
7 MeV /u with the usage of the scraper, once in ion energy over x and for f) in the
position plot. The (p,y) peak and the (p,n) peak are clearly visible compared to
the upper right plot. In contrast to the simulations, the scraper did not remove
the background completely. There have to be effects causing this additional back-
ground in the region of the peaks that have not been considered in the simulations.
One possible explanation is a secondary scattering of the particles at the scraper
edge.

Cross section determination

In previous experiments without the scraping technique the background in the re-
gion of the peaks has been described successfully with the MOCADI simulations.
Thus, it has been used for the final determination of the cross section.
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Figure 3.5: Simulations and experimental data of ?*Xe at 7 MeV /u with and with-

out the scraper. Image a) shows the simulations of **Xe (p,y), (p,n)

and Rutherford combined without the scraper. Images c) and e) show

the same simulation, but with a scraper. The images b), d) and f)

show the experimental data taken with and without the scraper.



47

This experiment employs the scraper technique for the first time and the com-
parison of simulation and experimental data shows, that the MOCADI simulations
underestimate the background in the region of the (p,y) peak, see Figure .

Within the framework of this thesis the cross section has also been estimated
based on simulations. The resulting cross sections are higher than the cross sec-
tions obtained with different analysis methods. This corresponds to the obser-
vation, that the background is underestimated. Thus for the final cross section
determination in this thesis the simulations will not be used.






4 Analysis

The focus of the following chapter will be the analysis of the recorded data during
the beam time. The previous chapter gave already important information about
the expected data in the DSSSD. Based on the simulations, the DSSSD data are
going to be interpreted and discussed in more detail.

4.1 Data selection

In order to create the desired conditions for these measurements, a complex setup
is required in the ESR. During this measurement campaign, the data have been
collected under different sets of experimental conditions. All settings are perma-
nently monitored and mostly stored with the data.

For the selection the stability of the beam current and target density was
checked. Additionally, also the electron cooling has to be stable all the time for
a setup, as the electron cooling ensures a measurement at a constant energy, as
introduced in section [2.2.1] Data that show instabilities within this monitoring
have not been included in the analysis. Also, the high voltage and leakage of the
DSSSD and of the HPGe-detectors were monitored.

Before the analysis it needs to be examined that the data selected are only from
the phase during which the target was on. It should not include parts from the
injections, deceleration of the ions or miss relevant parts.

4.2 Silicon detector hits treatment

The DSSSD was used to detect the reaction products of the proton capture with
spatial resolution and determine their energy. Each channel of the DSSSD was
read out individually. As for each ion hit the deposited energy is measured by
one x- and one y-strip of the detector, a linear correlation between the signals on
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Figure 4.1: Deposited energy of the third x and the third y strip. The events that
deposit the same energy on both sides of the detector are placed on

the diagonal.

the x and y strips is expected. In chapter [2.3.3|a more detailed description of the
detector is provided.

Figure [4.T shows exemplary the registered ion energies for x strip number 3 vs.

y strip number 3. The entries on the diagonal of this plot will be called single
strip events. In this case the full energy is deposited coincidentally in only one
strip per detector side with a strip on the other side of the detector. The other
entries, where more than one strip at least on one side of the detector was hit, will
be called multi-strip events. In general the detection efficiency of the particles can
be assumed to be 100%, as they are completely stopped in the detector material.
In this analysis two approaches were chosen. For one, all events were used and
an efficiency of 100% was assumed. In the second approach, only events that have
deposited their entire energy in one pixel of the DSSSD were considered. This
means that the x strip and y strip that measured this event have detected the
same energy. The likelihood for these events is almost 100%, however if the heavy
ions deposit their energy in the small gaps between the strips, their energy is dis-
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tributed over several strips. These events will be called multi-strip events.

Figurel4.2{a) shows all strips of the DSSSD. The measured energies do not match
with each other. Thus, they can not be compared. Instead, the analysis must be
based on an intrinsic calibration matching. This calibration will be discussed in
more detail in the following section.

4.2.1 Intrinsic calibration

For the intrinsic matching of the DSSSD a calibration among the individual chan-
nels is necessary. The signals appearing in both sides of the detector need to be
aligned. If consistency is achieved between the ion energies measured with all
strips within the DSSSD, a relative energy calibration is achieved. The intrinsic
calibration method used here is applied from reference [49]. It is based on a linear
correlation between the responses of the x and y strips, a premise that holds for
single strip events but is not applicable to multi-strip interactions. Figure a)
shows the relation of the deposited energy of all combinations of x and y strips
(for all pixels of the detector).

The signal amplitude measured in coincidence between a x- and a y-strip shows
an individual linear correlation. These correlations of ion energies differs for each
combination of strips. These differences can originate from slight variations in
charge collection, signal transport and electronic treatment from strip to strip.
The goal of the intrinsic calibration is to be able to compare the energies mea-
sured in different strips. For this calibration the single-strip events, lying on the
diagonal in Figure [.1, have been used. Thus, a data set with sufficient statistics
and full area detector irradiation is needed. The only data set providing such con-
ditions is the '2*Xe measurement at 7 MeV /u without the scraper, as it has the
highest statistics for single-strip events and Rutherford scattering facilitates full
irradiation of the detector. After a successful calibration it should be possible to
describe all single strip events by the same diagonal.

The initial assumption of the calibration is that the deposited energy E measured
in channel ¢ can be proportionally assigned to a signal of amplitude A in channel
1, where ¢ in this case corresponds to either an x or a y strip:
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e F; = deposited energy in channel 4,
e s; = slope factor for channel 7,

e A, = amplitude in channel 7.

The amplitude of this channel has the highest amplitude among all strips on
the same side. The slope factor is the calibration coefficient. For each event
registered on the x side there is a corresponding event expected on the y side. The
corresponding signals are thus correlated and it is assumed that

E,=E, (4.2)

This corresponds to the signals lying on a diagonal line in Figure [4.1] Conse-
quently, the following relationship exists between the measured amplitudes of the
two channels

Ay = Sy A, (4.3)

The slope S, can be determined experimentally for each pixel. S,, equals, fol-
lowing the equations before s,/s,. Also, the uncertainty, AS,,, can be determined
experimentally.

For all combinations a best set of measured slopes S;, can be estimated. Chi-
square minimization can be used to determine the best set of slopes.

xiy

The strips are calibrated relative to each other, thus an arbitrary reference has
been chosen, s,—1 = 1.

After calibration, the comparison of all x and y strips results in Figure b),
which demonstrates that the matching worked very well.

By subtracting the energy of single-strip events of the x and y strips after the
calibration it results in a histogram that provides the energy resolution. The
width of the peak gives an energy resolution of AE = +10 channels. With a
successful calibration the experimentally determined data can now be analyzed
and interpreted in further detail. The parameters resulting from this calibration
have been applied to all data sets of 2*Xe and '8 Te, with and without the scraper.
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Figure 4.2: Image a) shows the individual energy correlations between front- and
back-side signals for single-strip events of each pixel before calibration.
Image b) shows how the intrinsic calibration matches these energy

correlations and makes them directly comparable.

4.2.2 Energy deposition in the DSSSD

In chapter |3| the different energy depositions of the measured particles in the
DSSSD have already been introduced. In the following, the signature of different
heavy ion reaction products in one dimensional histograms of individual strips are
discussed.

Energy signature of the Rutherford background

As described in chapter [2.5.1) not only proton capture takes place at the target,
but also a Rutherford scattering of the ions. This should be visible as two peaks
in the energy spectrum of a pixel. One peak at higher energy and a second one,
at lower energy, corresponding to forward and backward scattering, respectively.
The energy of the reaction products of the proton capture is in the same range as
that of the forward scattered particles. In the energy plot, therefore, a distinction
between (p,y) peak and scattering is not straightforward. During the analysis
of the spectra of the individual strips of the DSSSD, a third peak appeared in
addition to the two expected peaks.
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Figure 4.3: Spectrum of the 14'® x strip of the DSSSD for the recorded **Xe data
at 7 MeV /u, showing three peaks.

4.2.3 Triple peak problem

The analysis of the energy spectra recorded for both, the xenon and the tel-
lurium beams have shown the presence of three peaks. The third peak consistently
appeared in the spectra regardless of whether the scraper was used in the experi-
mental setup or not. Since the scraper was not used for one set of xenon runs, this
measurement provides higher statistics. Consequently, for an analysis with more
statistics of the third peak, the xenon data set was chosen.

To illustrate these findings the energy spectra originating from 16 x and 16 y
strips within the Double-Sided Silicon Strip Detector can be used. In Appendix A
the spectra of the 16 x strips can be found. These spectra are numbered from 1
to 16. This corresponds to the vertical positioning of the strips, starting closest to
the particle beam. The intensity distribution of the various peaks within each strip
shows considerable variation. Of particular interest is the 14" spectrum, where
the three peaks are particularly clear. This spectrum is shown in Figure 4.3

Rutherford scattered ions (backward and forward) and proton capture products
enter the detector with 3 different energies. However, in particular for the scattered
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events, this energy depends also on the position on the detector because of the re-
action kinematics. To gain a more precise understanding of the energy distribution
and to achieve a statistically robust assessment, the strip numbers in geometric
order were plotted against their respective energy values. Figure illustrates
this analysis for the y strips, while Figure presents the corresponding plots
for the x strips. These plots serve as essential tools for disentangling the reactions
that lead to the different energy depositions within the DSSSD. Additionally a
projection on the y axis is shown. This projection makes it easier to apply cuts.
The differently grey shaded areas in this plot sketch roughly the range of channels
that each of these peaks covers.

In Figure , an energy distribution over the x axes is obtained, similar to
what has been expected from the simulations, except for the unexpected contribu-
tion. According to the simulations, in the position-energy phase space a ring-like
distribution is expected as a result of the scattering process. However, since the de-
tector only covers a part of the distribution of the scattered particles, only around
half of the structure is visible.

The proton-capture events are part of this structure as they cover the same
energy range as the forward Rutherford scattering. Thus, by the kinematic re-
lation from the simulation the Rutherford forward and backward scattering can
be identified. In addition to this anticipated half-circle structure, a third energy
structure is also evident. It shows a similar curve like the forward scattering of
the Rutherford but it does not seem to have a backward scattering component
in its distribution. Moreover, the distribution lies at energies above the forward
scattering distribution of the Rutherford.

These observations raise the question of the origin of the additional distribution.
To address this, a preliminary approach is taken to identify the position of the third
peak. Instead of filling all events into the position plot, the focus is on filling the
counts that can be attributed to the peak. To achieve this, energy cuts were
applied to the spectra from Figure . Subsequently, the position plots were
filled exclusively with the signals within the energy cuts.

Figure presents a position plot that has been filled exclusively with the
events of energies originating from the central peak of the three projected peaks
on the y axis projection in Figure |4.4al).
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(b) Spectrum of the 16 x strips of the DSSSD, plotted against their energy. The data
were obtained with 124Xe at 7 MeV /u.

Figure 4.4: Spectra of the 16 x and y strips plotted over their energy.
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Figure shows counts within the region that aligns with the expected char-
acteristics of Rutherford scattering. In addition to forward scattering, this com-
ponent also contributes to the region of the (p,y) peak. This agrees with the
simulations, as the counts of forward scattering and the (p,y) peak are expected
to be in the same energy region and that they can only be disentangled based on
the position plot.

The events of the unknown distribution are visualized in Figure [£.5b] It shows
the a simillar behavior associated with scattering. However, no (p,y) peak is visi-
ble in the data. The absence of the (p,y)-peak suggests that these counts have no
influence on the analysis of the (p,7y) peak. Instead, it appears to be an additional
background component, outside of the (p,y) peak. This also excludes the possibil-
ity that the distribution is due to an electronic effect that leads to a copy of the
known distribution. If this had been the case, the copy would then also contain
the (p,y)-peak. Moreover, the distribution shows a horizontal downward shift on
the position plot.

The origin of this background seems to be an independent process. One of the
most notable discrepancies is the fact that this unidentified peak appears to have a
higher energy than that of the Rutherford forward scattering. This raises a prob-
lem due to the fact, that the energy of forward scattering should be close to the
energy of the primary beam itself. This means that the counts of the third peak
would have a higher energy than the primary beam.

One potential explanation might be considering the presence of another isotope
in the ESR that could have this energy. However, the third peak, is not only evi-
dent in the tellurium data, but it also appears in the xenon data. It is unlikely that
for both beams another isotope was part of the beam, that shows the same energy
shift. During the beam time with the usage of the Schottky mass spectrometry
it could already been ruled out that another isotope was stored. The cooled ions
can be identified by the Schottky mass spectrometry based on their specific mass
to charge ratio [50]. Additionally, also the X-ray spectra taken during the beam
time, only show X-rays that can be identified to either '?*Xe or '®Te, as shown in

section 2.4.4]
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Figure 4.5: Position plots of the DSSSD, filled with events after applying different

energy cuts.
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Adding to the complexity of the question of the origin of this peak is the de-
flection towards lower horizontal positions. According to our understanding of
the behavior of particles within the ESR, there is no mechansim to deflect par-
ticles downwards. The dipole magnets only create a horizontal deflection. The
quadrupoles symmetrically focus and defocus around the beam axis.

One possible explanation could be a detection outside the measurement period.
Within the measurement period given by the trigger signals, when the target is
switched on and off, the measurement conditions are known. Outside this period
the beam is strongly modified. Especially at the beginning, after the injection of
the radioactive particles, when the beam is not yet cooled, the beam is very large
and could therefore hit undefined regions of the detector. For this it is necessary to
check that the measurement is done in the time frame set by the triggers. For this
purpose the xenon data measured at 7 MeV/u were used again to get sufficient
statistics.

In the context of this experimental setup, every recorded event is associated
with a timestamp. This timestamp provides temporal information to the data.
The whole measurement for this setup extends over several hours, consisting of
the sum of measurement cycles that each consists of various measurement phases.
Each phase has a distinct purpose in the experiment.

First, there are the initial phases characterized by multiple injections from the
Fragment Separator. The injected beam thus reaches a high intensity at high en-
ergies. After these phases, the beam is tuned to achieve the desired experimental
conditions. After the beam accumulation it is decelerated and continuously cooled
by the electron cooler. When the target is turned on the trigger signal target ON
is send to the DAQ. The measurement is recorded between this trigger signal and
the target OFF signal ensuring the required conditions for the experiment. Mea-
suring the data within these trigger signals ensures that the measurements have
been conducted under ideal conditions.
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(a) Energy over time, after the trigger signal target On, for the sum of all y strips. The

data were taken during the 124Xe at 7 MeV /u measurements. In light gray the region

of the unknown component is marked.
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(b) Energy over time, after the trigger signal target On, for the X-ray detector in the
first seconds after the target was turned on. The data were taken during the 124Xe

at 7 MeV /u measurements.

Figure 4.6: Energy over time for the events in the DSSSD and the X-ray detector
at 90°.
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Figure provides an overview of the distribution of events plotted with their
energies over time. The area covered in light gray shows the region of the un-
known component. The majority of counts are concentrated at the onset of the
measurement, period when the target is initially switched on. As time progresses,
the count rate gradually decreases. This decrease can be attributed to the dimin-
ishing intensity of the beam over time. As reactions take place, fewer particles
remain available for further interactions, resulting in a decline in the overall count
rate. The three distinct peaks remain separated from each other throughout the
duration of the measurement. And most notably, no difference of the three com-
ponents in time dependence can be observed. All three peaks are decaying with a
similar decay constant. There does not seem to be an unexpected time structure
underlying the unknown component. It seems to happen continuously, just as the
other components.

To verify this decay constant a comparison was made with the time evolution of
the recorded X-ray data, as shown in Figure This additional plot serves as a
cross-check, confirming that the temporal behavior is consistent. All components
follow a nearly identical decay constant at the different energies.

Influence of the deadlayer

The position of the unknown events on the position plot could lead to the as-
sumption that they hit the detector on a different trajectory. If a part of the
beam enters under a different angle into the detector it could have a shorter path
through the deadlayer of the detector, as the detector is tilted. This could lead to
a possible explanation of the higher energy, because of a smaller energy loss inside
the deadlayer, as the way through the deadlayer is shorter for particles hitting un-
der an angle perpendicular to the detector, compared to the ones on the beam axis.

The influence of the difference in the way through the deadlayer has been inves-
tigated. The maximum difference in distance of the paths of the particle through
the deadlayer can be estimated to be around 124 nm which would lead to a differ-
ence in energy loss of around 0.02 MeV /u. The difference of energy between the
peaks is 0.08 MeV /u. Thus, the energy of the third peak can not be explained by
particles with a shorter path through the deadlayer.

Influence on the (p,y) peak

The unknown componant can be treated as an extra background componant. It
seems to have no influence on the (p,y) peak. In addition there was no identifiable
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a)

Figure 4.7: 3D position plots of 18Te data at 7 MeV/u without a) and b) with

energy cut.

cause or temporal correlation for the unknown component. Although the com-
ponent is not fully understood it can be described and identfied as a background
contribution. Thus, it is reasonable to exclude the counts associated with this en-
ergy from the further data analysis. Figure [£.7]shows the influence on the position
plot of the Te data at 7 MeV/u. The number of counts within the (p,y) peak
remains consistent even after the exclusion of the counts associated with the un-
known component. However, the relation between peak and background changes.
This change shows an improvement in the signal background ratio.

The analysis has been performed with and without the cut. The influence on
the cross section turns out to be negligible.
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4.3 Cross section determination

In this chapter a detailed description of the determination of the number of counts
in the (p,y) peak will be given. This expanded discussion is relevant because
of the unexpected shape of the background and the subsequent application of
an additional energy cut. Given these challenges, several approaches to accurately
determine the number of counts within the (p,7y) peak and to effectively distinguish
them from the background were developed and compared. Two approaches will
be discussed in the following sections.

4.3.1 Determination with full statistics

The first approach will be illustrated at the example of 18Te at 7 MeV /u as shown
in the upper plot of Figure [4.8] The scraper was used in this setup. For the analy-
sis every registered event was included under the condition that every event is just
counted once. The events could share their energy between two adjacent strips.
The events were therefore assigned to the strip with the highest amplitude. Thus,
the hit was always assigned to the strip that registered more than half of the energy.

In order to determine the number of counts in the peak N(,,) one needs to
integrate over the area of the peak and subtract the background. To define the
background in the area of the peak a fit for the peak and the background is needed.
The statistical error is primarily given by the Poisson distribution, coming from
the counting statistics. The systematic error arises from uncertainties related to
the position determination and the characterization of the background in the area
of the peak.

The lower plot of Figure shows the fit for the (p,y) peak and for the back-
ground. Two-dimensional Gaussian fits have been applied to each. From the simu-
lations it is known that the (p,y) peak can be approximated by a two-dimensional
Gaussian fit. In the case of the background, the two-dimensional Gaussian func-
tion has its maximum located outside the visible plot. The approach for this fit
function is purely phenomenological. It describes the shape of the subsurface in
the area of the peak with low residuals. The first three x strips, as well as the
last x strip have been excluded for the region of the fit. The strong increase of the
background in the first x strips can not be explained by the fit. As this region is
not relevant for the peak, it can be excluded. This function describes the back-
ground contamination that occurred in the area that should have been removed
by the scraper according to the simulations.
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Figure 4.8: The upper figure shows a position plot of the experimental data from
18Te at 7 MeV/u. In the lower figure shows the fit of the peak and
the background for the '¥Te data.
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Figure 4.9: Residuals of the fit of the data of 1'8Te(p,y) at 7 MeV/u. The region
of the (p,y) peak that was determined with the MOCADI simulations

is marked in red.

This fit can describe the shape that cannot be explained by the simulations in
this area.

The residual plot displayed in Figure shows the difference between the experi-
mental data and the fits for the data of '8Te at 7 MeV /u. With a red circle the
region of the (p,y)peak, that was determined with the MOCADI simulations, is
marked. This residual plot illustrates the quality of the fits. The power of this
approach can be observed as the residual plot shows fluctuations at the position
of the (p,y) peak of around zero. The projections on the x and y axis show the
fluctuation with its uncertainty for every pixel. The pixels at the position of the
peak show higher fluctuation as in the region around the peak. The reason for
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this is, that the (p,7y) peak is not exactly a two-dimensional Gaussian. That the
residual around the peak is close to zero shows that the background fit has a sim-
ilar structure as the observed data, and thus can be used for a description of the
background in order to determine the counts.

The first 3 strips in the residual plot showed a higher discrepancy between
experimental data and the fit, because they have been excluded from the fit, as
they are not relevant for the area around the peak. By integrating over the area
around the peak and subsequently subtracting the fitted background the number
of counts in the peak have been determined. With this approach the following
cross sections at different energies could be obtained. They have been obtained
once for the full energy range and once with the energy cut introduced for the
unknown distribution.

In section the efficiency, the theoretical cross section and the number of
counts in the K_REC peak have been determined. With the before described
approch the number of counts in the (p,y) peak was determined. With equation
the following cross sections have been calculated:

0-124Xe(p,’y)(E = 705M6V) =71+ 75mt + 5Sysmb, (45)

T1isre(p) (B = T.05MeV) = 79 4 Tyyap & 5gyemb, (4.6)

T1157e(p) (B = 6.044MeV) = 50 + 940y + 64,mb. (4.7)
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4.3.2 Determination with single-strip events

In the previous approach all events have been used. In the second part of the
previous approach only the events with energy in the region of the unknown dis-
tribution were neglected. The idea in this approach is to analyze only the single
strip events instead of all events. This means that the deposited energy has to be
the same on x and y side inside the range AE = + 10 channel, as used before for
the intrinsic calibration.

This approach has the advantage of clearly identifiable hits, based on the de-
posited energy. Later on, the number of counts will be corrected for the multi-strip
events with the known ratio for the relation between single strip events and multi-
strip events. The efficiency can be described with the following equation:

Nsg
Nsg + Nyg

€ionhit =

® ¢;onnit = efficiency of the ionhit AE,
e Ngp = number of single strip events within AE,

e Ny g = number of multi strip events.

Figure 4.10] shows the single strip events and the multi-strip events. It shows
the deposited energy on the x strips vs the energy deposited on the y strips plot-
ted on the y axis. Is shows the multi-strip events for all pixels, the region of the
single-strip evens within AFE is marked.

By applying the condition that E, = E,, within the AE window, the energy
over position plots are better identifiable. Each ion hit should be shown at its full
energy and the pure kinematic behaviour of the ion reactions products is revealed
without the distortion of interstrip hit effects. This enables the application of en-
ergy cuts, which do not interfere with the content of the (p,y) peak.

This is illustrated in Figure [4.11] The upper plot shows all events that have
been detected. The energy of each hit is plotted against its x position. The three
distributions are again visible. In the lower distribution the condition E, = E,,
within the AE was applied. The three distributions are under this condition better
differentiable. Before especially the distribution of the backward scattering of the
Rutherford distribution was difficult to identify. This makes it possible to apply
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Figure 4.10: Plot of the ion energy detected in the y strips over the ion energy
detected in the x strips. The single strip events and multi-strip events
on the detector are shown. The region of the single strip events,

defined by AF is marked with grey lines.

multiple energy cuts in the analysis without effecting the counts inside the (p,y)
peak and thus reducing the background.

As a first step an energy cut is set to energies above the Rutherford forward scat-
tering component and the (p,y) peak, in order to exclude the counts contributed
by the unknown component. As shown before there was no effect on the number
of counts in the (p,y) peak, by disabling this energy region. Additionally, to this
upper energy cut a second energy cut to lower energies was set. This cut removes
the events related to the backward scattering of the Rutherford. The energy of
the cut was chosen such that there is enough distance to the region of the (p,y)
peak to not cut it.
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Figure 4.11: Energy over x position for the data of **Xe without the usage of
a scraper. The upper plot includes all the events. The lower plot
shows the events to which the condition E, = E,, within the AE, was

applied.
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Figure 4.12: Lower and upper energy cut on the analyzed **Xe data at 7 MeV /u.

Figure illustrates the energy cuts that have been set on the ?*Xe data at
7 MeV /u. The lower energy cut was set to channel 3860. The upper energy cut
to channel 3970. For M8Te at 7 MeV/u the cuts were at channel 3670 for the
minimum and 3790 for the maximum. The cuts for 8Te at 6 MeV /u were set
to channel number 3120 for the lower cut and channel number 3220 for the upper
energy cut. The cuts lead to an improved peak to background relation, visible in

Figure

After applying these cuts and corrections the data were projected to the x axis.

A one-dimensional fit to these data enables a determination of the background
of the peak. The background was described by an exponential function plus a first
degree polynomial. That can be subtracted from the integrated number of peaks
in the (p,y) region.

The number of (p,y) counts still has to be corrected for the efficiency.

In order to determine the efficiency the relation between single strip events and
multi-strip events has to be taken into account as described before.
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Figure 4.14: Projection of the 1**Xe data at 7 MeV /u to the x axis with the applied
fit.
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As the data for the measurement of '**Xe at 7 MeV /u provide high statistics it
has been used to determine the efficiency correction. If the efficiency is averaged
over all strips it has a ratio of 77%. Figure shows the 16 y strips on the x
axis and the correlated efficiency on the y axis. It shows that the 16th x strip has
a huge fluctuation and differs from the efficiency of the other strips. The efficiency
in this strip is a lot smaller than in the other strips. For the final analysis it can
be excluded and only the efficiency in the region of the peak should be considered,
as it is not in the region of the (p,7y) peak.

Figure shows the efficiency in the x range of the (p,y) peak. The average
efficiency compared to including all strips has increased. Although, it is still visible
that the efficiencies between th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>