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The process e+e− → Σ+Σ̄− is studied from threshold up to 3.04 GeV/c2 via the initial-state
radiation technique using data with an integrated luminosity of 12.0 fb−1, collected at center-of-mass
energies between 3.773 and 4.258 GeV with the BESIII detector at the BEPCII collider. The pair
production cross sections and the effective form factors of Σ are measured in eleven Σ+Σ̄− invariant
mass intervals from threshold to 3.04 GeV/c2. The results are consistent with the previous results
from Belle and BESIII. Furthermore, the branching fractions of the decays J/ψ → Σ+Σ̄− and
ψ(3686) → Σ+Σ̄− are determined and the obtained results are consistent with the previous results
of BESIII.

I. INTRODUCTION

The inner structure of baryons can be parameter-
ized using electromagnetic form factors (EMFFs). For
baryons with spin 1/2, assuming a vector-like current,
there are two EMFFs, the magnetic |GM| and the electric
|GE| form factors. Experimentally, these can be accessed
in the space-like region by electron-baryon elastic scatter-
ing and in the time-like region by baryon pair production
in electron-positron annihilation [1–3]. Despite the fact
that much work has been done on the EM structures of
protons in both the space-like and time-like regions [4–9],
experimental information regarding the EMFFs of hyper-
ons remains limited.
The cross section for the process e+e− → Y Ȳ via one-

photon exchange, where Y denotes a hyperon with spin
1/2, can be expressed in terms of |GE| and |GM| [10]:

σY Ȳ (s) =
4πα2Cβ

3s

[

|GM(s)|2 + 1

2τ
|GE(s)|2

]

, (1)

where s is the square of the center-of-mass (c.m.) en-
ergy, α = 1/137.036 is the fine-structure constant,

β =
√

1− 4M2
Y /s is the velocity of the final hyperon,

τ = s/4M2
Y , and MY is the mass of the hyperon. The

Coulomb correction factor C [11, 12], accounting for the
electromagnetic interaction of charged pointlike fermion
pairs in the final state, is 1.0 for pairs of neutral hyper-
ons and y/(1 − e−y) with y = πα(1 + β2)/β for pairs
of charged hyperons. The effective form factor (FF) [13]
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defined by

|Geff(s)| =
√

2τ |GM(s)|2 + |GE(s)|2
2τ + 1

(2)

is proportional to the square root of the hyperon pair
production cross section.
Experiments have reported cross section measurements

for all members of the spin-parity JP = (1/2)+ baryon
octet as well as the ground state charmed hyperon Λ+

c

and the Ω baryon of the 3/2 decuplet [14]. Especially
close to threshold, intriguing differences are observed.
The cross sections of e+e− → pp̄ [7–9], e+e− → nn̄ [15],
e+e− → ΛΛ̄ [16–18], and e+e− → Λ+

c Λ̄
−
c [19, 20] are

found to have an abnormal, non-vanishing cross section
near threshold. However, a comparably significant effect
is not observed for the reactions e+e− → ΣΣ̄ [16, 21–23],
e+e− → ΞΞ̄ [24, 25], and e+e− → Ω−Ω̄+ [26]. The unex-
pected threshold behavior is discussed as final-state inter-
actions [27], bound states or near threshold meson reso-
nances [28], or an attractive Coulomb interaction [29, 30].
The cross section of the process e+e− → Σ+Σ̄− near its

production threshold has been measured by the BESIII
experiment [21] using the scan method. A non-zero
threshold cross section was observed with a hint of an
enhancement at

√
s = 2.5 GeV. However, due to limited

statistics, an unambiguous conclusion cannot be drawn.
In this paper, a new measurement of the pair produc-

tion cross sections and the effective form factors of Σ
from the production threshold up to the invariant mass
of Σ+Σ̄− at 3.04 GeV/c2 with the BESIII detector lo-
cated at the BEPCII collider is presented. The mea-
surement uses the initial-state radiation (ISR) process
e+e− → γISRΣ+Σ̄−, where γISR is a hard photon emitted
from the initial e+e− pair and thus changes the effective
c.m. energy of the collision. The differential cross sec-
tion for the ISR process is largest when γISR is emitted
almost parallel to the beam axis, where it cannot be de-
tected by BESIII. To benefit from the increased cross sec-
tion, an untagged ISR measurement is performed. The
differential cross section for the e+e− → γISRΣ+Σ̄− pro-
cess, integrated over the Σ+(Σ̄−) momentum and the ISR
photon polar angle, reads [31]:

dσe+e−→γISRΣ+Σ̄−

(

q2
)

dq2
=

1

s
W (s, x)σΣ+Σ̄−

(

q2
)

, (3)

where σΣ+Σ̄−(q2) is the cross section for the e+e− →
Σ+Σ̄− process, q is the momentum transfer of the virtu-
al photon, its square equal to the invariant mass squared

of Σ+Σ̄−, x =
2E∗

γ√
s

= 1 − q2

s
, and E∗

γ denotes the en-

ergy of the ISR photon in the e+e− c.m. system. The
function [32]

W (s, x) = kxk−1[1 +
α

π
(
π2

2
− 1

2
) +

3

4
k + k2(

37

96
− π2

12

− 1

72
ln

s

Me

)]− k(1− 1

2
x) +

1

8
[4(2− x)ln

1

x

−1 + 3(1− x)2

2
ln(1− x)− 6 + x]

(4)

describes the probability for the emission of an ISR pho-
ton with energy fraction x, where k = 2α

π
[ln s

M2
e

− 1] and

Me is the mass of the electron.

II. BESIII DETECTOR AND MONTE CARLO

SIMULATION

The BESIII detector [33] records symmetric e+e− col-
lisions provided by the BEPCII storage ring [34], which
operates in the c.m. energy range from 2.0 to 4.95 GeV,
with a peak luminosity of 1.0 × 1033cm−2s−1 achieved
at

√
s = 3.773 GeV. BESIII has collected large da-

ta samples in this energy region [35]. The cylindrical
core of the BESIII detector covers 93% of the full sol-
id angle and consists of a helium-based multilayer drift
chamber (MDC), a plastic scintillator time-of-flight sys-
tem (TOF), and a CsI(Tl) electromagnetic calorime-
ter (EMC), which are all enclosed in a superconducting
solenoidal magnet providing a 1.0 T magnetic field [36].
The solenoid is supported by an octagonal flux-return
yoke with resistive plate counter based muon identifica-
tion modules interleaved with steel. The charged-particle
momentum resolution at 1 GeV/c is 0.5%, and resolution
of the specific ionization energy loss (dE/dx) in the MDC
is 6% for electrons from Bhabha scattering. The EMC
measures photon energies with a resolution of 2.5% (5%)
at 1 GeV in the barrel (end cap) region. The time res-
olution in the TOF barrel region is 68 ps, while that in
the end cap region used to be 110 ps. The end cap TOF
system was upgraded in 2015 using multi-gap resistive
plate chamber technology, providing a time resolution of
60 ps [37–39], which benefits 59.6% of the data used in
this analysis.
The data sets used in this analysis are collected at

twelve c.m. energies between 3.773 and 4.258 GeV
and correspond to a total integrated luminosity of
12.0 fb−1 [18]. The individual data sets and the re-
spective luminosities are listed in Table I. A Geant4-
based [40] Monte Carlo (MC) simulation package is used
to determine the detection efficiency, optimize event se-
lection criteria, and estimate background contributions.
For the data processing and analysis, the BESIII Offline
Software System [41] framework is used. The MC simu-
lated samples of the signal channel (e+e− → γISRΣ+Σ̄−)
are generated with the ConExc generator [42]. The
ConExc generator considers ISR processes using the ra-
diator function at next-to-leading order accuracy includ-
ing the vacuum polarization. The cross section line-shape
used for the generation of the signal MC samples is tak-
en from Ref. [21]. The ISR production of vector char-
monium states (e+e− → γISRJ/ψ, γISRψ(3686)) is gen-
erated with BesEvtGen [43] using the VECTORISR

model [44, 45]. The angular distributions of the Σ in
J/ψ → Σ+Σ̄− and ψ(3686) → Σ+Σ̄− decays are mod-
eled according to experimental data [46]. Inclusive MC
samples at

√
s = 3.773 and 4.178 GeV are used to inves-

tigate possible background contamination. They consist
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TABLE I. The c.m. energies
√
s and the integrated luminosi-

ties Lint of each data set [18].
√
s (GeV) Lint (pb−1)
3.773 2931.80
4.128 401.50
4.157 408.70
4.178 3189.00
4.189 526.70
4.199 526.00
4.209 517.10
4.219 514.60
4.226 1091.74
4.236 530.30
4.244 538.10
4.258 825.74

of inclusive hadronic processes (e+e− → qq̄, q = u, d, s)
modeled with the LUARLW [47] at

√
s = 3.773 GeV

and KKMC [48, 49] at
√
s = 4.178 GeV. The dominant

background channel, e+e− → π0Σ+Σ̄−, is generated ex-
clusively using the phase space ConExc generator.

III. EVENT SELECTION AND BACKGROUND

ANALYSIS

To select the candidates for e+e− → γISRΣ+Σ̄−, the
decays of Σ+(Σ̄−) → pπ0(p̄π0) and π0 → γγ are recon-
structed, while the γISR is not detected.
The number of charged tracks is required to be two

with a net charge of zero. These tracks are reconstructed
in the MDC and required to have a polar angle θ within
|cos θ| < 0.93, where θ is defined with respect to the z-
axis, which is the symmetry axis of the MDC.
Furthermore, the distance of closest approach of each

charged track to the interaction point is required within
2 cm in the plane perpendicular to the beam and within
10 cm in the direction along the z-axis. The two selected
tracks are identified as one proton and one anti-proton
by requiring P(p) > P(h), where P(h) (h = K,π) are
the probabilities for a track to be assigned to a certain
hadron type, based on the dE/dx information measured
by the MDC and the time measurement in the TOF.
Photon candidates are reconstructed from isolated

showers in the EMC. Each photon candidate is required
to have a minimum energy of 25 MeV in the EMC barrel
region (|cos θ| < 0.8) or 50 MeV in the end cap region
(0.86 < |cos θ| < 0.92). To suppress electronic noise and
showers unrelated to the event, the difference between
the EMC time and the event start time is required to
be within (0, 700) ns. At least four good photon candi-
dates are required for each event. The π0 candidates are
reconstructed from pairs of photons with invariant mass-
es such that [Mγγ −Mπ0 ] ∈ [−60, 40] MeV/c2, where
Mπ0 is the known π0 mass taken from the Particle Data
Group (PDG) [50]. An asymmetrical π0 mass window is
used because the photon energy deposited in the EMC

has a long tail on the low energy side. A one-constraint
(1C) kinematic fit is performed on the photon pairs, con-
straining their invariant masses to the nominal π0 mass.
The χ2

1C of this kinematic fit is required to be less than
25 to remove fake candidates. At least two reconstructed
π0 candidates per event are further required, where two
π0 candidates in an event don’t share the same photons.
The Σ+ and Σ̄− candidates are built from the

proton, anti-proton, and neutral pion candidates.
From all possible combinations, the neutral pion
candidates yielding the smallest value of σm =
√

(Mpπ0 −MΣ)2 + (Mp̄π0 −MΣ)2 are assigned to the
baryon decay. Here, MΣ is the nominal mass of the Σ
hyperon [50]. According to the fit to the Mpπ0(p̄π0) spec-
trum with a double Gaussian function, the signal events
are expected to be within aMpπ0(p̄π0) mass range of [1.16,

1.21] GeV/c2.
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FIG. 1. Distribution of Mp̄π0 versus Mpπ0 for the events

satisfying the e+e− → γISRΣ+Σ̄− selection criteria from all
data sets. The red box denotes the signal region and the black
ones indicate the sideband regions.

To further suppress potential background events, the
requirements of the ISR photon polar angle θmiss <
0.25 radians or θmiss > 2.90 radians, and Umiss ∈
[−0.14, 0.06] GeV/c2 are imposed. Here, θmiss in the c.m.
frame is the opening angle between the momentum of the
recoil against the Σ+Σ̄− system (P rec

Σ+Σ̄−
) and the beam

direction. Umiss = Erec
Σ+Σ̄−

− |P rec
Σ+Σ̄−

|, where Erec
Σ+Σ̄−

is

the energy of the recoil against the Σ+Σ̄− system.
Figure 1 shows the distribution of Mpπ0 versus Mp̄π0

for all data sets combined. The red box denotes the sig-
nal region, which is defined by the mass window discussed
above. The black boxes denote the sideband regions used
to study and subtract the non-resonant background. For
events in the signal region, MΣ+Σ̄− is plotted in Fig. 2,
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after improving the mass resolution by applying the cor-
rection M corr

Σ+Σ̄−
=Mmeas

Σ+Σ̄−
−Mpπ0 −Mp̄π0 +2MΣ, where

Mmeas
Σ+Σ̄−

, Mpπ0 , and Mp̄π0 are the measured invariant
masses of the four hadrons and the (anti-)proton pion
pairs, respectively. Throughout this paper,MΣ+Σ̄− refers
to M corr

Σ+Σ̄−
.

Potential background sources are investigated by an-
alyzing the inclusive MC samples at

√
s = 3.773 and

4.178 GeV with the generic event type analysis tool
TopoAna [51]. After applying the above selection cri-
teria, two background contributions are found to be in-
sufficiently suppressed: the non-Σ+Σ̄− channels and the
process e+e− → π0Σ+Σ̄−. The non-Σ+Σ̄− background
contributions are estimated with the sideband method
from theMpπ0(p̄π0) distributions, since the corresponding
distributions based on the inclusive MC samples after ex-
cluding the contributions of channels containing Σ+Σ̄−

pairs do not exhibit significant structures. The two-
dimensional (2D) sideband regions, shown in Fig. 1, are
provided in Table II. The number of the non-Σ+Σ̄− back-

ground events is obtained by Nbkg
non−Σ+Σ̄−

= 1
4Σ

4
iN

data
BGi ,

where i runs over the four black boxes shown in Fig. 1.

TABLE II. Two-dimensional sideband regions on Mpπ0 and
Mp̄π0 as shown in Fig. 1.

BGi Mpπ0 [GeV/c2] Mp̄π0 [GeV/c2]
BG1 [1.10, 1.15] [1.22, 1.27]
BG2 [1.22, 1.27] [1.22, 1.27]
BG3 [1.10, 1.15] [1.10, 1.15]
BG4 [1.22, 1.27] [1.10, 1.15]
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FIG. 2. TheMΣ+Σ̄− distribution for the events satisfying the
e+e− → γISRΣ+Σ̄− selection criteria. The black dots with
error bars are data combined from all data sets.

Events of e+e− → π0Σ+Σ̄− are easily mistaken for
signal events if one of the photons of the π0s is un-
detected. The background contribution to the selected
events is estimated by a data-driven approach using the
sideband method. To estimate this contribution, a sam-
ple of the e+e− → π0Σ+Σ̄− events is selected from da-
ta using a similar procedure as described for the ISR

production of Σ+Σ̄−, but reconstructing an addition-
al π0 candidate instead of a missing photon. The sig-
nal and sideband regions are chosen in the same way
as described for the signal process (shown in Fig. 1).
The number of events of this sample is calculated by

Ndata
π0Σ+Σ̄−

= NSigReg

π0Σ+Σ̄−
− 1

4N
Side
π0Σ+Σ̄−

, where NSigReg

π0Σ+Σ̄−

and NSide
π0Σ+Σ̄−

are the numbers of events from the sig-

nal and the sideband regions of the e+e− → π0Σ+Σ̄−

sample, respectively. The contribution from remaining

e+e− → π0Σ+Σ̄− background (Nbkg

π0Σ+Σ̄−
) among the sig-

nal candidates is determined by:

Nbkg

π0Σ+Σ̄−
= Ndata

π0Σ+Σ̄− × εMC
bkg

εMC
π0Σ+Σ̄−

, (5)

where εMC
bkg and εMC

π0Σ+Σ̄−
are the detection efficiencies of

selecting the Σ+Σ̄− and π0Σ+Σ̄− candidates, respective-
ly, from the e+e− → π0Σ+Σ̄− MC samples.
Figure 3 shows theMΣ+Σ̄− distribution from threshold

up to 3.04 GeV/c2 for the events selected from all data
sets in Table I. The red and blue histograms indicate
the background contributions due to non-Σ+Σ̄− channels
and e+e− → π0Σ+Σ̄−, respectively.

IV. CROSS SECTION OF e+e− → Σ+Σ̄−
AND

EFFECTIVE FFS

The cross section for the process e+e− → Σ+Σ̄− is
calculated from the MΣ+Σ̄− distribution for each data
set by

σΣ+Σ̄− (MΣ+Σ̄− ) =
(dN sig/dMΣ+Σ̄− )

ε(B(Σ))2(B(π0))2(dLint/dMΣ+Σ̄− )
, (6)

where B(Σ) = (51.57 ± 0.30)% and B(π0) = (99.823 ±
0.034)% are the branching fractions of Σ+/Σ̄− →
pπ0/p̄π0 and π0 → γγ [50], respectively. Lint is the inte-
grated luminosity, as listed in Table I. The effective ISR
luminosity (dLint/dMΣ+Σ̄−) = W (s, x)Lint is calculated
by Eq. (4). ε is the detection efficiency determined us-
ing the signal MC samples as a function of MΣ+Σ̄− , and
combined as the average value weighted by the corre-
sponding effective ISR luminosity. The (dN sig/dMΣ+Σ̄−)
is obtained from the MΣ+Σ̄− distribution of data after
subtracting background. The signal yields are extracted
by counting the number of observed events in the signal
region as shown in Fig. 3.
The spectrum ofMΣ+Σ̄− is divided into eleven mass in-

tervals between the Σ+Σ̄− production threshold and 3.04
GeV/c2, taking into account the mass resolution, which
is smaller than fifth of the bin size. Thus, the spectrum
is not unfolded for detector resolution effects. The mea-
sured cross sections and the Σ effective FFs calculated
by Eqs. (1) and (2) are listed in Table III. The ε and
Leff are the average detection efficiency of all data sets
weighted by the effective ISR luminosity and the total
effective ISR luminosity, respectively. For the MΣ+Σ̄−

intervals of [2.379, 2.44] and [2.92, 2.98] GeV/c2 where
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FIG. 3. The MΣ+Σ̄− distribution for the selected candidates.
The black dots with error bars are combined data from all
energy points. The red and blue histograms represent the
non-Σ+Σ̄− and e+e− → π0Σ+Σ̄− background events, respec-
tively.

fewer than ten signals are found, the upper limits of the
signal yield at 90% confidence level are calculated using
the profile likelihood method [52].

V. SYSTEMATIC UNCERTAINTIES

Several sources of systematic uncertainty are consid-
ered in the cross section measurement, including the
tracking and PID efficiencies of charged tracks, the π0

efficiency correction, the Σ mass window, the Umiss and
θmiss requirements, the background estimation, the angu-
lar distribution, the luminosity, and the branching frac-
tions of intermediate states. The individual contributions
are discussed below.

1. Tracking and PID efficiencies: The tracking
and PID efficiency differences between data and
MC simulation for the proton and anti-proton have
been studied in different bins of transverse momen-
tum and polar angle from the control samples of
J/ψ → pp̄π+π− and ψ(3686) → pp̄π+π− [53]. The
differences averaged over the transverse momentum
and polar angle of p or p̄ of the signal MC samples
are taken as the correction factors to calculate the
nominal efficiencies. The systematic uncertainty is
obtained by summing their relative uncertainties
in different bins quadratically and is assigned to be
1.6% for each MΣ+Σ̄− interval.

2. π0 reconstruction: Based on the control sam-
ples of ψ(3686) → π0π0J/ψ, J/ψ → l+l− and
e+e− → ωπ0, the efficiency differences between da-
ta and MC simulation are determined as a func-
tion of the momentum, ∆επ0(p) = (0.06− 2.41p−
√

0.76p2 + 1.15 + 0.39p)% [53]. The systematic

uncertainty is obtained by weighting the relative
uncertainties according to the momentum distribu-
tion in each mass bin,

∆εrecπ0 (p) =
n1

N
∆επ0(p1) +

n2

N
∆επ0(p2) + ..., (7)

where ni is the number of π0 candidates in the i-th
bin and N is the total number of π0 candidates,
both in the signal MC sample. The systematic un-
certainties of the π0 reconstruction Σ+ → pπ0 and
Σ̄− → p̄π0 are both 1.65%. Therefore, the total
systematic uncertainty due to the π0 reconstruc-
tion for e+e− → Σ+Σ̄− is 3.3%.

3. Σ mass window and Umiss requirement: The
uncertainties due to the Σ mass window and the
Umiss requirement are estimated by studying the
ψ(3686) → γχc0, χc0 → Σ+Σ̄− decay. The dif-
ference in the Σ mass window (the Umiss require-
ment) between data and MC simulation which is
1.0(1.4)%, is taken as the systematic uncertainty.

4. θmiss requirement: The uncertainty due to the
θmiss requirement is estimated by studying e+e− →
γISRJ/ψ, J/ψ → Σ+Σ̄− decay. The difference in
the θmiss requirement between data and MC sim-
ulation which is 2.8%, is taken as the systematic
uncertainty.

5. Background estimation: To estimate the un-
certainties on the number of the non-Σ+Σ̄− back-
ground events, the 2D sideband regions are
changed from [1.10,1.15] and [1.22,1.27] GeV/c2 to
[1.095,1.145] and [1.225,1.275] GeV/c2. The result-
ing differences to the nominal result are taken as
the systematic uncertainties. The uncertainties of
the e+e− → π0Σ+Σ̄− background events are esti-
mated by also changing the 2D sideband regions
in the event selection, and are included in each
MΣ+Σ̄− interval. The total uncertainty of the back-
ground estimation is determined by the average of
the uncertainty of all MΣ+Σ̄− intervals. Thus, the
total systematic uncertainty on the background es-
timation for each Σ+Σ̄− mass interval is assigned
as 2.5% at

√
s = 3.773 GeV and 1.1% at the other

energy points.

6. Angular distribution: In this analysis, the sig-
nal MC samples are generated according to an ho-
mogeneous and isotropic phase space population,
and the angular distribution of the Σ+Σ̄− pair, the
spin correlation between Σ+ and Σ̄−, and the po-
larization of the Σ+(Σ̄−) decay are not taken into
account. To estimate the uncertainty due to these
factors, the signal MC samples with an angular am-
plitude including these effects are generated. The
parametrization of the angular amplitude is the
same as that in Ref. [21], and the corresponding pa-
rameters are set to be 0.56 and 0.25 for the MΣ+Σ̄−
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TABLE III. The cross sections (σΣ+Σ̄− ) and the effective FFs (|Geff|) for the process e+e− → Σ+Σ̄− at all data sets. N sig is
the total number of signal events. ε is the average detection efficiency of all data sets weighted by the effective ISR luminosity.
Leff is the total effective ISR luminosity. For σΣ+Σ̄− and |Geff|, the first and second uncertainties are statistical and systematic,
respectively; for N sig, the uncertainties are statistical only. The values in brackets for N sig, σΣ+Σ̄− and |Geff| correspond to
the upper limits at 90% confidence level.

MΣ+Σ̄− [GeV/c2] N sig ε[%] Leff [pb
−1] σΣ+Σ̄− [pb] |Geff|(×10−2)

2.379-2.44 2.7+1.8
−1.9(<6.8) 0.91 15.13 74+50

−52±5(<190) 14.1+4.8
−5.0±0.5(<22.7)

2.44-2.50 16±4 2.07 15.77 190±50±20 18.2±2.4±1.0
2.50-2.56 30±6 3.69 16.82 187±37±19 16.6±1.7±0.8
2.56-2.62 28±6 5.33 17.96 112±24±11 12.3±1.3±0.6
2.62-2.68 26±6 6.49 19.22 79±18±8 10.2±1.2±0.5
2.68-2.74 20±5 7.24 20.62 52±14±4 8.1±1.1±0.3
2.74-2.80 16±5 7.85 22.16 36±10±3 6.7±1.0±0.3
2.80-2.86 13±4 8.19 23.90 26±8±2 5.5±0.9±0.2
2.86-2.92 19±5 8.62 25.83 33±8±2 6.5±0.8±0.2
2.92-2.98 −0.7+4.5

−4.6(<7.7) 8.96 28.01 −1.1+6.8
−7.1±0.1(<11.7) −1.2+3.6

−3.8±0.1(<3.9)
2.98-3.04 11±6 9.23 30.50 15±8±1 4.4±1.1±0.1

internals from the threshold to 2.68 GeV/c2 and
from 2.68 to 3.04 GeV/c2, respectively. The rel-
ative difference of the detection efficiency to that
based on the phase space distribution is assigned
as the uncertainty.

7. Luminosity: The integrated luminosity is mea-
sured by using large-angle Bhabha events with an
uncertainty of 0.5% at

√
s = 3.773 GeV [54] and

1.0% at
√
s = 4.128-4.258GeV [18, 55, 56]. Besides,

an additional uncertainty of 0.5% is taken from the
radiator function Eq. (4) of Ref. [32]. Therefore,
the total systematic uncertainty associated with
the luminosity for each Σ+Σ̄− mass interval is 0.8%
at

√
s = 3.773 GeV and 1.2% at the other energy

points.

8. Quoted branching fractions: The branching
fractions of Σ+ → pπ0, Σ̄− → p̄π0 and π0 → γγ are
quoted from the PDG [50]. The total uncertainty
associated with the quoted branching fractions is
1.2%.

In this analysis, the data sets taken at twelve c.m. en-
ergy points are used and they are separated into two
groups. The first group only includes the one at

√
s =

3.773 GeV and the second group includes the data sets
taken at

√
s = 4.128-4.258 GeV. The uncertainties of the

second group are studied together or obtained from the
result at

√
s = 4.178 GeV. The systematic uncertain-

ties of the combined groups are listed in Table IV using
the two mass intervals with largest statistics as exam-
ples. Uncertainties of the two groups are combined as
the average value weighted by the individual detection
efficiencies and effective ISR luminosities. The weighted
average formula is

σ2
tot =

2
∑

i=1

ω2
i σ

2
i +

2
∑

i,j=1;i6=j

ρijωiωjσiσj ,

with

ωi =
εi(dLint/dMΣ+Σ̄−)i

∑2
i=1 εi(dLint/dMΣ+Σ̄−)i

, (8)

where ωi, σi, and εi with i = 1, 2 are the weight factor,
systematic uncertainty, and detection efficiency for the i-
th group, ρij is the correlation parameter for the i-th and
j-th group. For the contributions to the systematic un-
certainties due to background no correlation is assumed
(ρij = 0), while full correlation is assumed (ρij = 1) for
all other contributions.

TABLE IV. The relative systematic uncertainties (in %) in
the measurements of the cross sections for e+e− → Σ+Σ̄− in
two MΣ+Σ̄− intervals for the full data sample. The total un-
certainty is obtained by adding all items in quadrature.

Source 2.50-2.56 [GeV/c2] 2.56-2.62 [GeV/c2]
Tracking and PID 1.6 1.6
π0 reconstruction 3.3 3.3
Umiss requirement 1.4 1.4
θmiss requirement 2.8 2.8
Σ mass window 1.0 1.0

Background estimation 1.6 1.6
Angular distribution 8.5 8.1

Luminosity 0.9 0.9
B(Σ, π0) 1.2 1.2
Total 10.0 9.6

VI. BRANCHING FRACTIONS OF J/ψ → Σ+Σ̄−

AND ψ(3686) → Σ+Σ̄−

As shown in Fig. 2, masses from the Σ pair threshold
up to 4.0 GeV/c2 can be studied, including the narrow
charmonium vector resonances J/ψ and ψ(3686). Thus,
it is possible to study the decays of these resonances
into pairs of hyperons and to determine the branching
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fractions B(J/ψ, ψ(3686) → Σ+Σ̄−) by using the data
sets taken at

√
s = 3.773 and 4.178 GeV with the ISR

method. After integrating over the ISR photon polar an-
gle, the cross section for ISR production of a narrow vec-
tor meson resonance decaying into the final state Σ+Σ̄−

can be calculated by [57]:

σ(s) =
12π2Γ(V → e+e−)B(V → Σ+Σ̄−)

MV s
W (s, x0), (9)

where MV and Γ(V → e+e−) are the mass and elec-
tronic width of the vector meson V . Here, V are the
J/ψ and ψ(3686) with Γ(J/ψ → e+e−) = Γ(J/ψ) ·
B(J/ψ → e+e−) = (5.529±0.106) keV and Γ(ψ(3686) →
e+e−) = Γ(ψ(3686)) · B(ψ(3686) → e+e−) = (2.331 ±
0.063) keV [50], respectively. B(V → Σ+Σ̄−) is the
branching fraction of V → Σ+Σ̄−. W (s, x0) is calculated
using Eq. (4) with x0 = 1 −M2

V /s. If the cross section
is measured, the branching fraction can be calculated by
Eq. (9). The cross section can also be written as:

σ(s) =
N sig

V

LintεV (B(Σ))2(B(π0))2
, (10)

where N sig
V is the number of V events. The εV is the

detection efficiency of e+e− → γISRV → γISRΣ+Σ̄− de-
termined from the signal MC samples. The MC samples
are generated with Σ angular distributions described as
1 + η cos2 θΣ with η = −0.508 for J/ψ and η = 0.682
for ψ(3686) [46]. The remaining parameters in Eq. (10)

are consistent with those defined above. To extract N sig
V ,

using B(V → Σ+Σ̄−) as a shared parameter, a simulta-
neous fit to the MΣ+Σ̄− distributions at

√
s = 3.773 and

4.178 GeV is performed. The MC simulated shape is
used to describe the resonance and a linear function for
the background and the continuum contribution. The
fit results are shown in Figs. 4(a) and 4(b) for J/ψ and
Figs. 4(c) and 4(d) for ψ(3686).
The systematic uncertainties in the measurements of

B(J/ψ, ψ(3686) → Σ+Σ̄−) include tracking and PID ef-
ficiencies of charged tracks, π0 reconstruction, the Umiss

requirement, the θmiss requirement, the Σ mass window,
the luminosity, and the branching fractions of intermedi-
ate states. They are assigned in the same way as for the
cross section measurement. In addition, the uncertain-
ty due to the MC model is considered by changing the
generator model for the decays of J/ψ or ψ(3686) from
HELAMP to AngSam [43]. The uncertainty of the fit
region is determined by changing the fit region from [2.89,
3.29] GeV/c2 to a wider [2.79, 3.30] GeV/c2 and a nar-
rower interval [2.94, 3.24] GeV/c2. The uncertainty of the
signal model is estimated by additionally convolving the
signal shape with a Gaussian distribution to account for
the possible differences between data and MC simulation.
The uncertainty of the background model in the fit is es-
timated by changing the model from a linear function to
a constant, which is found to be negligible. The system-
atic uncertainties of the measurements of the branching
fractions of J/ψ → Σ+Σ̄− and ψ(3686) → Σ+Σ̄− are
listed in Table V.

TABLE V. The relative systematic uncertainties (in %) in
the measurements of the branching fractions of J/ψ → Σ+Σ̄−

and ψ(3686) → Σ+Σ̄−. The total uncertainty is obtained by
adding all items in quadrature.

Source J/ψ ψ(3686)
Tracking and PID 1.6 1.5
π0 reconstruction 3.3 3.3
Umiss requirement 1.4 1.4
θmiss requirement 2.8 2.8
Σ mass window 1.0 1.0

MC model 0.5 3.1
Luminosity 0.9 0.9
B(Σ, π0) 1.2 1.2
Fit range 1.7 0.8

Signal model of the fit 2.7 4.4
Total 6.0 7.4

The final results for B(J/ψ, ψ(3686) → Σ+Σ̄−) with
Eqs. (9) and (10) are listed in Table VI. They are consis-
tent with the previous results by BESIII with the data
sets taken at the J/ψ or ψ(3686) resonance peak [53],
showing the reliability of the method of determining the
Σ EMFFs.

TABLE VI. The branching fractions of J/ψ → Σ+Σ̄− and
ψ(3686) → Σ+Σ̄− (in 10−4), where the first and second un-
certainties are statistical and systematic, respectively.

Decay This work Previous results [53]

J/ψ → Σ+Σ̄− 8.88 ± 0.90± 0.53 10.61 ± 0.04 ± 0.36
ψ(3686) → Σ+Σ̄− 2.51 ± 0.40± 0.19 2.52± 0.04 ± 0.09

VII. THE LINE-SHAPE ANALYSIS

The cross sections measured in Section IV are con-
sistent with the previous results from BESIII [21] and
Belle [22], as depicted in Fig. 5. A search for a thresh-
old effect is made by performing a least chi-square fit to
the cross section in this measurement from the produc-
tion threshold up to 3.04 GeV/c2 and the BESIII scan
results [21] with different functions. The systematic un-
certainty is included in the fit with the correlated and
uncorrelated parts considered separately.
The perturbative QCD-motivated (pQCD) [58] energy

power function is assumed to model the line-shape of
e+e− → Σ+Σ̄− production, and the formula is expressed
as:

σY Ȳ (s) =
Cβ

s

(

1 +
2M2

Y

s

)

c0

(s− c1)4[π2 + ln2(s/Λ2
QCD)]

2
,

(11)

where c0 is the normalization parameter, c1 is the contri-
bution of resonant states, ΛQCD is the QCD scale fixed to
0.3 GeV and all parameters and variables are consistent
with those defined for Eq. (1). The fit result is shown as
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FIG. 4. Simultaneous fit (black curve) with the MC simulated shape (red dashed curve) for the resonance of (a) and (b) J/ψ
or (c) and (d) ψ(3686) and a linear function (blue dashed curve) for the background of the MΣ+Σ̄− spectra at

√
s = 3.773 and

4.178 GeV. The black dots with error bars are data.

the solid blue line in Fig. 5 and the parameters are list-
ed in Table VII, with the fit quality χ2/ndof = 31.9/17,
where the number of degrees of freedom (ndof) is calcu-
lated by subtracting the number of free parameters in the
fit from the total number of MΣ+Σ̄− intervals. The bot-
tom panel of Fig. 5 present the χ distributions defined by
σ
Σ+Σ̄−−σi

∆σ
Σ+Σ̄−

, where the σΣ+Σ̄− and σi are the measured and

fitted cross sections at each Σ+Σ̄− invariant mass inter-
val, respectively, and ∆σΣ+Σ̄− corresponds to the error
of the measured value which is counted as the quadratic
sum of the statistical and systematic uncertainties.

 [GeV]s
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) 
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b
]
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→  e
+
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This work
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FIG. 5. Fit to the cross section of e+e− → Σ+Σ̄−. The blue
line is the fit result using the perturbative QCD-motivated
energy power function, described with Eq. (11). The black
curve represents the total fit result using Eq. (13). The indi-
vidual contributions associated with Eq. (13) are indicated by
the green curve (pQCD), red curve (Resonance) and purple
dashed curve (interference between the pQCD function and
the resonance). The vertical dashed line refers to the produc-
tion threshold for e+e− → Σ+Σ̄−. The fit quality is presented
by χ distributions and depicted in the bottom panel. The in-
verted triangle symbol with red line represents its upper limit.

The Fano-type FF includes the interference between
several resonances and the continuum contribution [59].
The amplitude of the resonance can be written in terms

of Breit-Wigner parametrizations,

BW (s) =

√
12πΓeeBΓ

s2 −M2 + iMΓ
, (12)

whereM and Γ are the mass and width of the resonance,
Γee and B are the corresponding electronic partial width
and branching fraction, respectively.
Assuming the pQCD-motivated power function to de-

scribe the continuum contribution, the line-shape of the
cross section for e+e− → Σ+Σ̄− can be modeled by the
coherent sum of Eqs. (11) and (12) to account for the pos-
sible interference of a vector meson and the continuum
production:

σY Ȳ (s) =
∣

∣

∣

√

Cβ

s
(1 +

2M2
Y

s
)

c0

(s− c1)4[π2 + ln2(s/Λ2
QCD)]

2

+eiφBW (s)

√

P (s)

P (M)

∣

∣

∣

2

.

(13)

Here, φ is a relative phase between the BW (s) function
and the pQCD energy power function, and P (s) is the
two-body phase space factor. The fit result assuming
the line-shape as described in Eq. (13) is shown as the
solid black line in Fig. 5 and the parameters are listed in
Table VII, with the fit quality χ2/ndof being 12.6/13.

TABLE VII. The parameters obtained from the fit to the
cross section line-shape. The method 1 uses Eq. (11), while
the method 2 uses Eq. (13).

Method Parameter e+e− → Σ+Σ̄−

Method1
c0 × 104[pb−1.GeV10] 3.61±0.47

c1[GeV] 1.79±0.03

Method2

c0 × 104[pb−1.GeV10] 2.18±2.16
c1[GeV] 1.85±0.17
ΓeeB 0.45±0.26

M [GeV/c2] 2.53±0.04
Γ[MeV/c2] 88.67±42.09
φ[rad] 1.42±1.02

According to the difference of χ2/ndof between the re-
sults, the statistical significance for the model indicating
the presence of a resonance state near 2.5 GeV is estimat-
ed to be 3.4σ, including both statistical and systematic
uncertainties. Thereby, there may be resonant structures
at 2.5 GeV.
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Fig. 6 shows a comparison of the measured Σ effective
FFs with previous measurements of Σ+ at BESIII [21]
and Belle [22]. A prediction for the non-resonant cross
section of e+e− → Σ+Σ̄− at the J/ψ mass [60], based
on an effective Lagrangian density, is consistent with
our result when extrapolated to

√
s = 3.097 GeV using

Eq. (11).
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FIG. 6. Comparison of the Σ effective FFs obtained in
this work with the previous measurements of BESIII [21] and
Belle [22]. The inverted triangle symbol with red line repre-
sents its upper limit. The vertical dashed line refers to the
production threshold for e+e− → Σ+Σ̄−.

VIII. SUMMARY

Using the untagged ISR technique, where the radia-
tive photon is not detected, the cross section of e+e− →
Σ+Σ̄−is measured and the effective FF of Σ is determined
from threshold to 3.04 GeV/c2. A data set correspond-
ing to a total integrated luminosity of 12.0 fb−1, collect-
ed at twelve c.m. energies with the BESIII detector at
the BEPCII collider, is analyzed. The results are con-
sistent with the previous measurements from BESIII [21]
and Belle [22]. It should be noted that the width of
the lowest Σ+Σ̄− mass interval in this work is about
30.5 MeV above the threshold, and the value in the low-
est Σ+Σ̄− invariant mass interval (2.379-2.44 GeV/c2) is
definitely closer to the BESIII scan results [21] than to
the Belle ISR measurement [22]. Our results also pro-
vide experimental inputs to test various theoretical mod-
els, such as Y Ȳ potential and diquark correlation mod-

els [61–63]. Furthermore, combining the data sets taken
at

√
s = 3.773 and 4.178 GeV, the branching fractions of

J/ψ → Σ+Σ̄− and ψ(3686) → Σ+Σ̄− are measured. The
obtained results are consistent with the previous mea-
surements of BESIII [53]. In the near future, BESIII will
finish collecting data at

√
s =3.773 GeV with a total inte-

grated luminosity of 20 fb−1 [64], to allow a more precise
ISR measurement.
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