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Abstract

We report on new measurements of elliptic flow (v2) of electrons from heavy-flavor hadron decays at mid-rapidity (|y| < 0.8) in
Au+Au collisions at √sNN = 27 and 54.4 GeV from the STAR experiment. Heavy-flavor decay electrons (eHF) in Au+Au collisions
at √sNN = 54.4 GeV exhibit a non-zero v2 in the transverse momentum (pT) region of pT < 2 GeV/c with the magnitude comparable
to that at √sNN = 200 GeV. The measured eHF v2 at 54.4 GeV is also consistent with the expectation of their parent charm hadron
v2 following number-of-constituent-quark scaling as other light and strange flavor hadrons at this energy. These suggest that charm
quarks gain significant collectivity through the evolution of the QCD medium and may reach local thermal equilibrium in Au+Au
collisions at √sNN = 54.4 GeV. The measured eHF v2 in Au+Au collisions at √sNN = 27 GeV is consistent with zero within large
uncertainties. The energy dependence of v2 for different flavor particles (π, ϕ,D0/eHF) shows an indication of quark mass hierarchy
in reaching thermalization in high-energy nuclear collisions.

Keywords: Heavy-flavor decay electron, elliptic flow, charm quark spatial diffusion coefficient

1. Introduction

Heavy-ion collisions offer a unique environment to study
quantum chromodynamics (QCD) in a laboratory, particularly
at extremely high temperature and density conditions. Experi-
ments at the Relativistic Heavy Ion Collider (RHIC) and Large
Hadron Collider (LHC) have demonstrated that a novel QCD
matter, namely the Quark-Gluon Plasma (QGP), is created in
ultra-relativistic heavy-ion collisions [1–3]. One critical mis-
sion of the current RHIC and LHC heavy-ion experiments is
to determine the microscopic properties of the QGP medium
quantitatively. Heavy-flavor quarks (c, b) have unique roles in
this direction primarily due to their large mass.

Heavy-flavor quarks are predominantly produced through
initial hard scattering processes in heavy-ion collisions. Their
thermal relaxation time is expected to be comparable to or
longer than the typical lifetime of the QGP medium created
at the RHIC and LHC [4–6]. The collectivity of heavy-flavor
quarks, especially in the low transverse momentum (pT) region,
is sensitive to the strongly coupled QGP medium transport pa-
rameter, called the heavy-flavor quark spatial diffusion coeffi-
cient (Ds) [7].

In heavy-ion collisions, particle collectivity is often charac-
terized by anisotropic parameters vn, the n-th harmonic coef-
ficient in the Fourier decomposition of the particles azimuthal
distribution (dN/dϕ) with respect to the event planes Ψn [8, 9]:

dN
dϕ

∝ 1 + 2
∞∑

n=1

vn cos[n(ϕ − Ψn)]. (1)

The second harmonic coefficient, v2, is called elliptic flow.
The charmed hadron elliptic flow [10–12] and the nuclear

modification factor (RAA) [13–17] have been measured several

times at top RHIC and LHC energies. Results show that charm
hadron production is significantly suppressed at high pT re-
gion and charm hadrons exhibit significant collectivity, indicat-
ing charm quarks are strongly coupled with the QGP medium.
Measurements using single leptons from heavy-flavor hadron
decays at these energies provide similar observations [18–21].
Recent phenomenological models constrained by these results
suggest that the dimensionless charm quark spatial diffusion
coefficient 2πTDs is about 2–5 in the vicinity of the critical
temperature while its temperature (T ) dependence remains un-
certain [22–24]. This value is consistent with quenched lattice
QCD calculations within large uncertainties [25–27]. The next
important task of the heavy-flavor program is to further con-
strain the diffusion coefficient and investigate its dependence
on momentum, temperature, as well as baryon chemical poten-
tial (µB). Measuring heavy-flavor quark collectivity below the
RHIC top energy offers new insights into the T and µB depen-
dence of the QGP transport parameter,Ds.

While previous measurements exist from RHIC experiments
on heavy-flavor decay electron v2 in Au+Au collisions at
√

sNN = 62.4 and 39 GeV [18, 28], the accompanying large sta-
tistical and systematic uncertainties prevent firm conclusions on
charm quark collectivity at energies below 200 GeV. In this pa-
per, we report new measurements of heavy-flavor decay elec-
trons v2 from Au+Au collisions at

√
sNN = 54.4 and 27 GeV

from the STAR experiment.

2. Experimental Setup and Analysis Method

The data utilized in this analysis is from Au+Au collisions
at √sNN = 54.4 and 27 GeV collected by the STAR experi-
ment in 2017 and 2018, respectively. For the √sNN = 54.4 GeV
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data, a minimum-bias trigger was used which was defined as
the coincidence of the two zero-degree calorimeters (ZDC,
|η| > 6.0) [29, 30], or the two vertex position detectors (VPD,
4.2 < |η| < 5.1) [29, 31]. For the √sNN = 27 GeV data, the
minimum-bias triggered events also include those with the co-
incidence of the beam-beam counters (BBC, 2.2 < |η| < 5.0)
and having multiplicity recorded by the Time-of-Flight (TOF,
|η| < 0.9) [32] above a certain threshold [29]. The offline
reconstructed collision vertex of each event is required to be
within ±35 cm of the nominal center of the STAR detector
along the beam direction. The centrality is determined by com-
paring charged particle multiplicity in |η| < 0.5 with a Monte
Carlo Glauber model simulation [33, 34]. For this analysis, a
centrality range of 0-60% is selected to utilize statistics fully.
There are 5.7×108 and 2.4×108 events passing the selection
mentioned above for the analysis at √sNN = 54.4 and 27 GeV,
respectively. The statistics of these data samples are more than
a factor of 10 times larger compared to the data used in the pre-
vious STAR measurements of single electron v2 at √sNN = 62.4
and 39 GeV, respectively [18].

The Time Projection Chamber (TPC) [35] and the Time-
of-Flight [36] are the two main sub-detector systems used for
tracking and particle identification. Tracks are required to be
reconstructed with at least 20 TPC hit points out of a maxi-
mum of 45. The ratio of the number of track hit points used for
track reconstruction to the maximum possible hits must also be
at least 52% to reject split tracks. The distance-of-closest ap-
proach (DCA) of the tracks to the primary vertex of the tracks is
required to be less than 1.5 cm to reduce the secondary electrons
from photons converted in the detector material. Tracks are se-
lected within pseudorapidity ranges |η| < 0.8, azimuthal angle
region of −1.25 < ϕ < 1.25, and 1.95 < |ϕ| < π to suppress the
electrons from photon conversion in the support structures of
the Silicon Vertex Tracker (SVT) [37] and the beam pipe. If not
specified in the paper, the selection criteria used in the analy-
sis, e.g. selection of electron tracks, photonic electron tagging,
and event plane reconstruction, are the same for both collision
energies.

Figure 1: The dE/dx distribution of tracks as a function of momentum in
Au+Au collisions at √sNN = 54.4 GeV, after passing TOF electron selection
criteria. The electron samples are selected within the two red lines.

In the following part of this section, we first describe how
to identify electrons in our experiment and its purity correc-
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Figure 2: (a) An example nσe distribution with five-Gaussian fit (red solid
curves) at 1.42 < p < 1.45 GeV/c in Au+Au collisions at √sNN = 54.4 GeV.
Contributions from different particle species are indicated as dashed or dot-
dashed lines. The electron samples within the nσe selection criteria are desig-
nated by the orange-filled area. (b) The purity of the inclusive electron candi-
dates after both dE/dx and TOF PID in Au+Au collisions at √sNN = 54.4 GeV.
The gray band represents systematic uncertainties.

tion. The electron candidates contain signals (heavy-flavor de-
cay electrons, eHF) and various background sources that include
electrons from photons converted in detector material and π0, η
decays (photonic electrons), from vector meson decays and
kaon weak decays. We describe in detail how to remove these
background and correct for their contamination in the final el-
liptic flow measurement.

Electron tracks are identified using the inverse velocity (1/β)
calculated from the path length and time of flight between the
collision vertex point and the TOF detector and are required to
satisfy |1 − 1/β| < 0.025. Then electron candidate tracks are
further selected by the ionization energy loss (dE/dx) [38] in
the TPC. The dE/dx distribution of the tracks that have passed
1/β cuts is shown in Fig. 1. The electron tracks are selected as
(p × 3.5 − 2.8) < nσe < 2 at p < 0.8 GeV/c and 0 < nσe < 2
at p > 0.8 GeV/c where nσe is the normalized dE/dx [39].
nσe is defined as nσe = ln[(dE/dx)meas/(dE/dx)exp]/R, where
(dE/dx)meas and (dE/dx)exp is the measured and theoretically
expected dE/dx, respectively, and R is the TPC resolution of
ln[(dE/dx)meas/(dE/dx)exp] [39]. The candidates that pass all
track quality and particle identification (PID) requirements are
categorized as inclusive electron candidates. Both electrons and
positrons are used in the analysis.

As indicated in Fig. 1, hadrons, including kaon, pion, pro-
ton, and the “merged pions”, contaminate our inclusive electron
candidates. Merged pions are two pion tracks that cannot be
separated due to the finite spatial resolution of the TPC. To eval-
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Figure 3: Comparisons of pT and topological distributions between data (open circles) and Monte Carlo (blue bands) at tagged electrons 0.4 < pT < 2.5 GeV/c in
Au+Au collisions at √sNN = 54.4 GeV. (a) Photonic electron partner pT. (b) Electron pair DCA. (c) Position distance to primary vertex distributions. Peaks around
5 and 60 cm in panel (c) arise from photon conversion in the beam pipe and TPC inner field cage, respectively.

uate hadron contamination, the nσe distributions of pure hadron
and electron samples are used as templates and described by
Gaussian functions [18]. Then, the mean and width of the nσe

distribution of each particle species can be obtained from the
Gaussian fitting to the above templates. A multi-Gaussian func-
tion with fixed mean and width, and free amplitude for each
component is used to fit the nσe distribution of electron can-
didates that pass 1/β cuts. The fitting is done within narrow
momentum intervals to ensure nσe distributions of various par-
ticle species are close to being Gaussian distributed. Figure 2(a)
shows an example of a multi-Gaussian fit at 1.42 < p < 1.45
GeV/c for the √sNN = 54.4 GeV analysis. The purity of inclu-
sive electron candidates is calculated as the ratio of the elec-
tron yield over the yield of all candidates within the nσe cuts
used in the analysis. Electron purity is first evaluated as a func-
tion of momentum, and then transformed to the pT dependence
based on the correlation between inclusive electron pT and its
momentum. As shown in Fig. 1, the dE/dx bands for kaon
and proton cross with the electron band in certain momentum
ranges (p ∼ 0.5 GeV/c for kaon and p ∼ 1 GeV/c for proton)
resulting in significant drops of the electron purity, as seen in
Fig. 2(b). The following sources of variance are included in es-
timating systematic uncertainty: (1) the changing of constraints
on particle yields for the multi-Gaussian fitting; (2) the con-
ditional pion selection from either K0

S → π+π− or from TOF
identification; (3) the alternation of the functions used to de-
scribe the pion nσe distribution. The estimated electron purity
as a function of pT is shown in Fig. 2(b). We exclude the pT
ranges of 0.4 < pT < 0.65 GeV/c and 0.7 < pT < 1.2 GeV/c
in √sNN = 54.4 GeV measurements, and 0.4 < pT < 0.6 GeV/c
and 0.7 < pT < 1.2 GeV/c in √sNN = 27 GeV measurements.
Since the electron dE/dx band crosses with those for kaon and
proton respectively in those pT ranges and systematic uncer-
tainties would otherwise greatly conceal results.

The dominant sources of background for heavy-flavor de-
cay electrons are photonic electrons (ePE) from Dalitz decays
of light mesons (predominantly π0, η) and photon conversion
in the detector material. The yield of non-photonic electrons

(NPE) can be calculated as:

NNPE = κ × N inc − NPE, (2)

where κ is the electron purity. N inc and NPE are the yield of
inclusive electrons and photonic electrons, respectively. The
yield of photonic electrons (NPE) is evaluated by the following
reconstruction method described in [18, 40]. Inclusive electron
tracks (called tagged electrons), are paired with opposite-sign
partner electrons (Unlike-Sign) randomly in the same event.
A tagged electron is regarded as the photonic electron candi-
date if the dielectron pair passes reconstruction cuts, which re-
quires a pair DCA of less than 1 cm and a reconstructed invari-
ant mass of less than 0.1 GeV/c2. Photonic electrons that are
successfully tagged by dielectron reconstruction are called re-
constructed photonic electrons (ereco). The combinatorial back-
ground is estimated by pairing tagged electrons with same-sign
electrons (Like-Sign). The photonic electron yield is calculated
statistically as follows:

NPE = (NUL − NLS)/εreco, (3)

where NUL and NLS are the number of Unlike-Sign and Like-
Sign electron pairs that have passed reconstruction cuts. The
photonic electron reconstruction efficiency (εreco) takes into ac-
count track quality cuts applied on the partner electron and the
reconstruction cuts on electron pairs.

The photonic electron reconstruction efficiency is estimated
by embedding Monte Carlo π0/η and γ particles into a full
GEANT simulation of the STAR detector. The π0/η → γγ
decays and direct photons are the dominant γ sources. The
input spectra of π0 in Au+Au collisions at √sNN = 27 and
54.4 GeV analysis are parameterized from π0/π± spectra mea-
surements in Au+Au collisions at

√
sNN = 39 for the former

and 62.4 GeV for the latter [41–43]. Measurements of direct
photon production from Au+Au and p+p collision systems are
scaled and combined [44–48], assuming proportionality to the
Ncoll ≃ ( dNch

dη )α + C relation where Ncoll is the number of binary

collisions, dNch
dη is the charged particle multiplicity, α and C are
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Figure 4: (a) The total photonic electron reconstruction efficiency is shown as
the solid points. Dashed lines depict the reconstruction efficiency of photonic
electrons from various sources, including Dalitz decay electrons from π0 and
η (green), photon conversion electrons that are converted in the TPC-IFC (ma-
genta), conversions in other detector materials (red). (b) Non-photonic elec-
trons (eNPE) to photonic electrons ePE yield ratio as a function of tagged elec-
tron pT in 0-60% Au+Au collisions at √sNN = 200 (open circle) [18], 54.4 (full
circle), and 27 (full square) GeV. The data points at √sNN = 200 GeV collisions
[18] have excluded ∼ 8% contributions from Ke3. Boxes on data points depict
systematic uncertainties. Data points from 27 GeV are shifted horizontally for
clarity. The vertical bars and boxes denote the statistical and systematic uncer-
tainties, respectively.

parameters determined from measurements [44]. The η spectra
are scaled from input π0 spectra assuming the shapes of their
transverse mass mT spectra are the same [49, 50]. In the simula-
tion, photonic electrons are reconstructed with the same method
as in the real data analysis. Figure 3(a)-(c) show the data and
Monte Carlo comparisons of the partner electron pT distribu-
tion, the reconstructed pair-DCA and decay-length distributions
of dielectrons for the tagged electron with 0.4 < pT < 2.5
GeV/c in Au+Au collisions at

√
sNN = 54.4 GeV. The peaks

around 5 and 60 cm in Fig. 3(c) are caused by photon con-
version electrons induced by the beam pipe and the TPC inner
field cage (TPC-IFC), respectively, and are well described by
the simulation. At pT < 0.5 GeV/c, the photonic electrons are
predominately due to Dalitz decays, while at pT > 1.5 GeV/c,
electrons from photon conversion in the TPC-IFC become dom-
inant. Reconstruction efficiencies for electrons from various
sources are combined using their relative contributions to the
total photonic electron yields including their pT dependence.
The estimated reconstruction efficiency for ePE in Au+Au col-
lisions at √sNN = 54.4 GeV/c is shown as solid circles in Fig.
4(a). Reconstruction efficiencies from various sources are also
indicated as dashed lines in this plot. Systematic uncertainties

of the ePE reconstruction efficiency are discussed in Sec. 3. The
ePE reconstruction efficiency in 27 GeV is slightly lower than
that in 54.4 GeV due to a steeper partner electron pT distribu-
tion.

The non-photonic electron to photonic electron yield ratio
(NNPE/NPE) in Au+Au collisions at √sNN = 27, 54.4, and
200 GeV [18] collisions is shown in Fig. 4(b). Because the
charmed hadron production cross section drops faster with the
decreasing collision energy than the light hadron production
cross section, NNPE/NPE is smaller at lower energies. The sys-
tematic uncertainties of NNPE/NPE in Au+Au collisions include
uncertainties propagated from the purities of inclusive electron
candidates and photonic electron reconstruction efficiency.
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Figure 5: Photonic electron v2 distributions from Monte Carlo and real data
in Au+Au collisions at √sNN = 54.4 (a) and 27 (b) GeV, respectively. Blue
and red bands depict the v2 of reconstructed and total photonic electrons from
Monte Carlo, respectively. The black data points are reconstructed photonic
electron v2 from real data. The vertical bars denote the statistical uncertainties.
The vertical width of blue and red bands are the systematic uncertainties of
Monte Carlo vreco

2 and vPE
2 , respectively.

The elliptic flow of inclusive electrons (vinc
2 ) is extracted by

the event plane η−sub method [8]. The event plane is re-
constructed using TPC tracks at 0.2 < pT < 2 GeV/c in
the detector’s η region opposite to that of the electron candi-
date. An additional η gap of ±0.05 is applied between the
sub-events to suppress correlations not related to event plane
(non-flow effects). Subsequently, vinc

2 is calculated as vinc
2 =

⟨cos 2(ϕ − ΦEP)⟩/R, where (ϕ − ΦEP) is the difference in az-
imuthal angle between electron and the event planeΦEP and R is
the event plane resolution [8, 51]. The corrections for the event
plane resolution are applied in fine centrality intervals and the
average value is found to be R = 0.38 and 0.44 in the 0-60%
centrality range in Au+Au √sNN = 27 and 54.4 GeV, respec-
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tively.
The v2 of NPE is calculated by:

NNPEvNPE
2 = N incvinc

2 − NPEvPE
2 −
∑

h

fh · N incvh
2, (4)

where h sums over hadrons (π/p/K) and fh are the fractions
of hadron contamination in inclusive electrons and their corre-
sponding vh

2 are taken from measurements in Au+Au collisions
at √sNN = 39 and 62.4 GeV [52]. fh are calculated during the
process of electron purity estimation. The vPE

2 is v2 of ePE that is
estimated with a full detector simulation, similar to that of the
εreco estimation. The pT and ϕ distributions of daughter elec-
trons are weighted according to their parent pT spectra and v2.
Due to the absence of published data of π0 and direct photon
from Au+Au collisions at √sNN = 27 and 54.4 GeV, the input
v2 of π0 and direct photons are scaled from Au+Au at √sNN =

39 and 62.4 GeV [41–48, 53] measurements. The input v2 of
η is derived from kaon v2 [52] at the corresponding energies.
The simulated v2 for total photonic electron vPE

2 are shown with
red bands in Fig. 5. The mean pT of parents from reconstructed
photonic electrons (ereco) is higher compared to parents of to-
tal photonic electrons, due to the minimum pT cut on partner
electrons. A further consequence of both this and the pT de-
pendence of elliptic flow, is that the v2 of ereco (vreco

2 ) is larger
than vPE

2 at pT < 2 GeV/c. The vreco
2 calculated from data and

simulation are shown in Fig. 5. One can see that vreco
2 from sim-

ulations in both energies can describe the data very well which
validates these simulations. The systematic uncertainties of the
photonic electron v2 simulation are evaluated by comparing the
difference of vreco

2 between data and simulation.
In addition to ePE, other major background sources are elec-

trons from kaon weak decay (Ke3) and vector meson decays.
The relative contributions of Ke3 and electrons from decayed
vector mesons in NPE are estimated using fast simulations as-
suming that the TPC tracking efficiency is the same for eHF and
Ke3 tracks that satisfy DCA < 1.5 cm. Kaons are decayed by
PYTHIA6 [54], and charged tracks are curved under a magnetic
field of B = 0.5 T. The input kaon pT spectrum is taken from
K0

S measurements in Au+Au collisions at √sNN = 62.4 [55] and
27 GeV [56], and kaon v2 is from Au+Au at √sNN = 54.4 GeV
measurements. Vector meson decay electrons (VM→e) include
ω/ρ/ϕ→ e+e−, ω→ π0e+e− and ϕ→ ηe+e−. The shape of the
vector meson spectra are modified from π± spectra measured
at √sNN = 62.4 and 39 GeV [41–43] assuming that they follow
mT -scaling [50]. The √sNN = 39 GeV spectra are scaled to that
in √sNN = 27 GeV collisions based on the energy dependence
of pion yields measured by STAR [57]. Their spectra are fur-
ther normalized based on the measured vector meson to pion
yield ratios in √sNN = 200 GeV Au+Au collisions. The ref-
erence eHF yields are first calculated by FONLL (upper limit)
[58, 59] at √sNN = 62.4 GeV and PYTHIA6 at √sNN = 27 GeV
in p+p collisions and then multiplied by the number of binary
nucleon-nucleon collisions Ncoll [33] and nuclear modification
factor RAA [60]. RAA is from model calculations [60] where
the evolution of QGP is simulated by the hydrodynamic model.
The estimated fractions of the sum of Ke3 and VM→ e in eNPE

is ∼30% and ∼60% at pT ∼0.5 GeV/c, and decreases to ∼20%

and ∼30% at pT = 1.5 GeV/c in the √sNN = 54.4 and 27 GeV
measurements, respectively. Heavy-flavor decay electron v2 is
calculated as:

vHF
2 = vNPE

2 (1 + fKe3 + fV M) − vKe3
2 · fKe3 − vV M

2 · fV M , (5)

where fKe3 and fV M are the estimated yield ratios of Ke3 and
VM → e to eHF yields in the inclusive electrons, respectively.
Because the calculated vV M

2 and vKe3
2 are comparable to vNPE

2 in
√

sNN = 54.4 GeV analysis, the obtained vHF
2 differs from vNPE

2
by less than 10%.

The residual non-flow contribution is estimated in the same
way as in Ref. [18] by using eHF-hadron correlations in p+p col-
lisions scaled by the hadron multiplicity in Au+Au collisions.
The events of p+p collisions are generated by PYTHIA8 [61]
using STAR heavy flavor tune [62]. The non-flow contribution
to v2 is estimated as:

vnon−flow
2 =

⟨
∑

i cos 2(ϕe − ϕi)⟩
M ⟨v2⟩

. (6)

The numerator is from p+p collisions, where ϕe and ϕi are the
azimuthal angles for eHF and charged hadrons, respectively.
The summation is over charged hadrons in the same event,
and the average is taken over all events. The denominator is
from Au+Au collisions, where M is the multiplicity of charged
hadrons used for event plane reconstruction and ⟨v2⟩ is the cor-
responding average coefficient of elliptic flow. This estimate is
an upper limit of the non-flow effect since possible modifica-
tions to jet-like correlations in the hot medium may lead to a
reduction in these correlations.

3. Systematic uncertainties

The dominant sources of systematic uncertainties in this
analysis include the purity of inclusive electron candidates, the
photonic electron reconstruction efficiency, and the photonic
electron v2. The systematic uncertainties of inclusive electron
candidates purity have been discussed in Section 2. The fol-
lowing sources are considered systematic uncertainties of the
photonic electron reconstruction efficiency (εreco): (1) single
electron track quality cuts; (2) electron pair reconstruction cuts;
(3) the input spectra shapes for π0/η/γ; (4) the estimation of
detector material budgets in the simulation. The estimated rel-
ative systematic uncertainties of εreco are between 3-4% and
2-6% in 0.3 < pT < 2 GeV/c for √sNN = 27 and 54.4 GeV,
respectively. Since both total and reconstructed photonic elec-
tron v2 are estimated from the same simulations, the systematic
uncertainties of photonic electron v2 are estimated by evalu-
ating the difference of the reconstructed photonic electron v2
between simulation and data shown in Fig. 5. The relative sys-
tematic uncertainties of photonic electron v2, estimated by the
standard deviation of the relative difference between simulation
and data in 0.2< pT <1.5 GeV/c, are 4% and 3% for √sNN = 27
and 54.4 GeV collisions, respectively. The systematic uncer-
tainties of the fraction of Ke3 and electrons from vector meson
decays in non-photonic electrons are estimated by varying input
eHF RAA from using model calculated values [60] to RAA = 1.
The summary of absolute systematic uncertainties from differ-
ent sources propagated to the eHF v2 are listed in Table 1.
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Systematic Uncertainties

Sources Au+Au √sNN = 54.4 GeV Au+Au √sNN = 27 GeV
0.35 < pT < 0.7 GeV/c 1.2 < pT < 1.8 GeV/c 0.6 < pT < 1.6 GeV/c

Electron purity 0.001 − 0.007 0.001 − 0.004 0.006 − 0.013
εreco 0.003 − 0.023 0.001 − 0.007 0.021 − 0.038

Photonic electron v2 0.017 − 0.032 0.016 − 0.018 0.041 − 0.075
Ke3 and vector meson decays negligible 0.002 − 0.009 0.001 − 0.042
Total systematic uncertainties 0.019 − 0.040 0.017 − 0.021 0.071 − 0.079

Table 1: Summary of absolute systematic uncertainties propagated from various sources to the heavy-flavor decay electron v2.
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Figure 6: (a): Heavy-flavor decay electron v2 as a function of electron pT in
Au+Au collisions at √sNN = 54.4 GeV (full circle) and 27 GeV (full square)
compared to the previous measurement at √sNN = 200 GeV [18] (open circle).
Statistical and systematic uncertainties are shown as error bars and brackets, re-
spectively. Gray boxes indicate the estimated upper limit of non-flow contribu-
tions. (b): Heavy-flavor decay electron v2 in Au+Au collisions at √sNN = 54.4
GeV from STAR experiment compared to the TAMU [60] and PHSD [63, 64]
calculations. The dashed line refers to the projected charm-decay electron v2 as-
suming open charmed hadron v2 follows NCQ scaling with other light hadrons
in Au+Au collisions at √sNN = 54.4 GeV. The D → e decay kinematics are
simulated in PYTHIA6. The vertical bars and square brackets denote the sta-
tistical and systematic uncertainties, respectively.

4. Results and Discussions

Figure 6(a) shows elliptic flow v2 of eHF as a function of pT at
mid-rapidity (|y| < 0.8) in Au+Au collisions at √sNN = 27 and
54.4 GeV from this analysis and those at √sNN = 200 GeV pub-
lished previously [18]. The gray hatched area indicates the es-
timated non-flow contribution to the measured v2 via the event-
plane method. Compared to the previous measurements at sim-
ilar collision energies of √sNN = 39 and 62.4 GeV [18, 28],
the results from this analysis are more precise, both in terms of
statistical and systematic uncertainties. The eHF v2 in Au+Au
√

sNN = 54.4 GeV collisions is sizable and is comparable to
that at √sNN = 200 GeV collisions in the measured pT re-

gion. The integrated eHF v2 within 1.2 < pT < 2 GeV/c is
0.094 ± 0.008 (stat.) ± 0.014 (syst.), while the estimated up-
per limit of non-flow contribution is 0.02. The significant v2 of
eHF observed at √sNN = 54.4 GeV indicates that charm quarks
interact strongly with the QGP medium and may reach local
thermal equilibrium in Au+Au collisions at √sNN = 54.4 GeV,
even though the collision energy is nearly a factor of 4 lower
than √sNN = 200 GeV. The initial energy density at Au+Au
√

sNN = 200 GeV collisions is about 2 times higher than that
of √sNN = 54.4 GeV collisions from a semi-analytical calcu-
lation at formation time τF = 0.3 fm/c [65]. Consequently,
the initial temperature of the QGP medium created in √sNN =

54.4 GeV collisions is lower than that in √sNN = 200 GeV col-
lisions [66]. The similar magnitude of eHF v2 between √sNN =

54.4 and 200 GeV collisions suggests that charm quarks gain
most collectivity through diffusion inside the QGP medium at
the temperature region close to the critical temperature [10, 60].
The eHF v2 in √sNN = 27 GeV Au+Au collisions are consistent
with zero. A smaller charm quark v2 than light quark v2 may
hint that charm quarks deviate from local thermal equilibrium;
however, the experimental uncertainties are still appreciable.

Figure 6(b) compares the experimental results of eHF v2 in
Au+Au √sNN = 54.4 GeV collisions with two phenomenologi-
cal model calculations: TAMU [60] and PHSD (parton-hadron
string dynamics) [63, 64]. TAMU calculations are for Au+Au
collisions at √sNN = 62 GeV. TAMU and PHSD models as-
sume that the heavy quarks interact with the strongly coupled
QCD medium elastically without the gluon radiation process.
It is generally accepted that elastic collision scattering should
dominate in this low pT region covered by this analysis [6].

In the TAMU model, the microscopic elastic heavy quark
interactions with quarks and gluons in the medium are eval-
uated using non-perturbative T -Matrix calculations [67, 68].
The calculated heavy quark transport coefficient fed into macro-
scopic Langevin simulations of heavy quark diffusion through
the background medium [60, 69]. The evolution of the QGP
is modeled by ideal 2+1D hydrodynamics. Heavy quarks
hadronize through both coalescence and fragmentation pro-
cesses. In the PHSD model [63], charm quarks interact with the
off-shell massive partons in the QGP. The masses and widths
of the partons and the scattering cross section are given by
the dynamical quasi-particle model which is matched to the
lattice QCD equation of state. The PHSD model also im-
plements both coalescence and fragmentation mechanism for
heavy quark hadronization. The hadronized B and D mesons
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subsequently interact with other hadrons in the hadronic phase
with the cross sections calculated from an effective Lagrangian
[63, 64].

Both the TAMU and PHSD calculations underestimated
measured central v2 values. With the inclusion of the non-
flow contribution and uncertainties, model calculations are 1-
2σ lower than data points at pT > 0.5 GeV/c. A similar ob-
servation was found in D0 v2 results at pT > 2.5 GeV/c in
√

sNN = 200 GeV Au+Au collisions [10]. Additionally, neither
model takes into account charm baryon contributions which
will slightly increase eHF v2 at pT > 1 GeV/c.

The eHF momentum differs from its parent charm/bottom
hadron momentum due to the decay kinematics. In order to
compare v2 of charmed hadrons with identified particle v2, a
simulation framework is set up to correct for the pT shift from
the measured daughter electron to the parent charmed hadrons.
The Λ+c and D0 are decayed by PYTHIA6 through the semilep-
tonic channel [70]. The nuclear modification factors of charmed
hadrons [60] are also included which result in ∼ 70% increase
in subsquent daughter electrons v2 at pT ∼ 0.65 GeV/c. The
input charmed hadrons v2 are assumed to follow the number-
of-constituent-quark (NCQ) scaling as those of light hadrons in
Au+Au collisions at √sNN = 54.4 GeV [71, 72]. Both Λ+c → e
and D0 → e are combined according to their decay branch-
ing ratios and charmed hadron chemistry measured in √sNN =

200 GeV Au+Au collisions [73, 74]. The simulated v2 of elec-
trons from charmed hadron decays, shown as the dashed line in
Fig. 6(b), is consistent with the eHF v2 measured herein. This
suggests that charmed hadrons obtain significant v2 comparable
to those of light hadrons and may be close to thermal equilib-
rium with the medium in Au+Au collisions at √sNN = 54.4
GeV.
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Figure 7: Energy dependence of v2 for π±, ϕ, D0 and eHF at the same transverse
mass value ⟨kT⟩ = ⟨mT − m0⟩ = 0.93 GeV/c2. The data points are from or
interpolated from STAR [52, 75, 76] and ALICE [77, 78] measurements. The
eHF v2 shown here is at the same parent D0 meson transverse mass position
using the decay kinematics calculated from PYTHIA6. Data points at the same
energy are shifted horizontally for clarity. Error bars depict combined statistical
and systematic uncertainties. The lines are for eye guidance.

Figure 7 shows the collision energy dependence of v2 for
π+ (ud̄), ϕ(ss̄), D0 (cū), and eHF at ⟨kT⟩ = ⟨mT − m0⟩ = 0.93
GeV/c2. ϕ and D0 mesons have smaller scattering cross sections
in the hadronic stage, therefore their v2 are sensitive to the early

stage dynamics during the fireball evolution. The eHF v2 value
is taken at the parent D0 kT value using the decay kinematics
calculated by PYTHIA6. The data points for π+, ϕ, and D0 are
linearly interpolated from measurements in Au+Au collisions
at √sNN = 7.7 - 200 GeV (0–80% centrality) [52, 75], U+U col-
lisions at √sNN = 193 GeV [76] (0–80% centrality) and Pb+Pb
collisions at √sNN = 2.76 TeV (0–60% centrality) [77, 78]. As
there are no minimum bias measurements of eHF and ϕ v2 in
Pb+Pb collisions at √sNN = 2.76 TeV, the results from narrower
centrality ranges [77, 78] are combined and scaled to 0 − 60%
centrality by eccentricity [79]. The lines in Fig. 7 are used to
guide the eyes. The v2 of ϕ, D0, and eHF agree with that of
π+ at top RHIC and LHC energies while deviating from that of
π+ at low energies. The v2 of ϕ is lower than π+ v2 at √sNN =

11 GeV by 1.2σ, while eHF v2 is 1.3σ lower than ϕ v2 at √sNN =

27 GeV. A hint of mass hierarchy is observed where the v2 of
heavier particles drops faster than lighter ones with decreasing
collision energy. This may be suggestive of collision-energy-
dependent properties of the QGP. Calculations from PHSD [80]
show that the volume of the QGP and the fraction of energy in
the medium to the total collision energy deposited, are smaller
at low energy in relation to higher energy collisions; thus, the
influence of the QGP medium on final-state particle dynamics
is gradually reduced as the collision energies decrease.

5. Summary

In summary, new results of heavy-flavor decay electron (eHF)
elliptic flow v2 at mid-rapidity (|y| < 0.8) in Au+Au collisions
at √sNN = 27 and 54.4 GeV from STAR are reported. The eHF v2
in Au+Au collisions at √sNN = 27 GeV is consistent with zero
within large uncertainties, whereas for √sNN = 54.4 GeV col-
lisions a significant non-zero v2 is observed for pT < 2 GeV/c.
The eHF v2 in Au+Au √sNN = 54.4 GeV is comparable to that
at √sNN = 200 GeV. TAMU and PHSD transport model calcu-
lations underestimate the measured eHF v2 in both √sNN = 200
and 54.4 GeV at pT < 1 GeV/c. Within the uncertainties, the
magnitude of eHF v2 at √sNN = 54.4 GeV and produced elec-
tron pT > 1 GeV/c is consistent with the scenario that their
parent D meson v2 follows the NCQ scaling with light-flavor
hadrons in the same collision energy. This suggests that charm
quarks gain significant collectivity through the interactions with
the expanding QGP medium such that they may reach local
thermal equilibrium in Au+Au collisions at √sNN = 54.4 GeV.
Our new results are expected to provide new constraints on the
charm quark spatial diffusion coefficient, especially its temper-
ature dependence. The energy dependence of measured v2 from
various particles (π/ϕ/D0/eHF) shows a hint of quark-mass de-
pendence. Future measurements on v2 at lower energies, as well
as bottom quark v2 results at RHIC and the LHC, will shed new
insights into particle collectivity and medium thermalization in
heavy-ion collisions.
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