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A linearly polarized photon can be quantized from the Lorentz-boosted elec-
tromagnetic field of a nucleus traveling at ultra-relativistic speed. When two
relativistic heavy nuclei pass one another at a distance of a few nuclear radii,
the photon from one nucleus may interact through a virtual quark-antiquark
pair with gluons from the other nucleus forming a short-lived vector meson
(e.g. ρ0). In this experiment, the polarization was utilized in diffractive photo-
production to observe a unique spin interference pattern in the angular distri-
bution of ρ0 → π+π− decays. The observed interference is a result of an over-
lap of two wave functions at a distance an order of magnitude larger than the
ρ0 travel distance within its lifetime. The strong-interaction nuclear radii were
extracted from these diffractive interactions, and found to be 6.53± 0.06 fm
(197Au) and 7.29± 0.08 fm (238U), larger than the nuclear charge radii. The
observable is demonstrated to be sensitive to the nuclear geometry and quan-
tum interference of non-identical particles.

TEASER

Polarized photon-gluon fusion reveals quantum wave interference of non-identical particles and

shape of high-energy nuclei

INTRODUCTION

Gluons are mediators of the strong interaction, the force that binds quarks inside protons and

neutrons. Similar to electromagnetic interactions that occur between objects carrying electric
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charge, strong interactions occur between particles that carry the strong charge, color. It is the

exchange of color between quarks and gluons that prevents them from existing as free particles

and makes them inseparable from the nuclear core. Despite the success of Quantum Chromo-

dynamics (QCD), the theoretical framework that describes the nature of the strong interaction,

many quantities cannot be computed with existing methods, making several questions about

the nature of gluons inside nuclear matter inaccessible. For example, current QCD calcula-

tions cannot describe the momentum-dependent parton distribution functions (PDFs) of gluons

inside the proton, or explain why, at certain energy and momentum scales, gluons are not con-

fined within the bounds of the protons and neutrons that make up a nucleus. Mapping out the

dynamical distribution of gluons inside nuclei, which determine the nuclear size at high energy,

and understanding how their interactions produce the vast majority of the mass of the visible

universe has become a major driving force in modern experimental nuclear science (1).

Just as visible light in quantum optical coherent tomography (2) and coherent X-rays are

used to study biosamples, cells and atoms, high-energy photons can be used to probe gluons

inside of nuclei. While photons do not interact directly with gluons because they don’t carry

color, interactions can still occur when the photon temporarily fluctuates into a quark-anti-quark

pair that in turn interacts with the gluons inside the nucleus. The simplest diagram for this type

of interaction is shown in Fig. 1A for nucleus-nucleus (A + A) collisions and in Fig. 1B for

proton-nucleus (p+A) collisions. In these diagrams a photon interacts with a Pomeron, a color-

neutral two-gluon state at lowest order, and produces a vector meson (ρ, φ, J/ψ, etc.) (3–5)

which has the same intrinsic quantum numbers as the incoming photon. Besides Pomerons,

other configurations such as Reggeons involving quarks may contribute to the scattering at

lower energies (6–8). However, at the energies investigated here, interactions occur primarily

via Pomerons and are therefore sensitive to the gluon distribution of the colliding nuclei (9).

For this reason, exclusive photoproduction of a vector meson, i.e. when the two outgoing nuclei
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remain intact, provides a unique opportunity to probe the gluonic structure of nuclear matter.

This process applied to nuclear matter is analogous to positron emission tomography (PET)

scanning originally developed for imaging of the human brain (10). Just as PET scanning,

first proposed in the 1950s, has undergone decades of technological evolution (11,12) resulting

in the precision tool that we have today, this gluon tomography technique, achieved here for

the first time, provides the closest technology to the 3D gluon imaging planned at the future

electron-ion collider (1).

Although the proton PDFs have been studied extensively in high-energy e+p collisions at

the Hadron Electron Ring Accelerator (HERA) and other facilities (13) (see section 18 on struc-

ture functions and references therein), currently there is no e+A collider for such a study of

nuclear matter. Even without an e+A collider, similar measurements have been performed in

ultra-peripheral A+A collisions (UPC), where the nuclei pass with a nucleus-nucleus impact

parameter (b) large enough to avoid nuclear contact. The equivalent incident photon energy, in

the rest frame of the target nuclei, is in the range of 50-100 GeV at Relativistic Heavy Ion Col-

lider (RHIC) and is an order of magnitude higher at the Large Hadron Collider (LHC). Indeed,

measurements at RHIC and LHC have employed these high-energy photons to study nuclear

structure and the gluon distribution within nuclei at high energy (3, 14) in the past. However,

there remain several open questions (15–18) and uncertainties hindering the extraction of the

gluon density distribution at a quantitative level. Among the most problematic are the uncer-

tainty of the photon source generated by the Coulomb field of the heavy nuclei, the separation

of coherent diffractive production from incoherent production, and a method for modeling the

process that matches the observed data with high precision. As we will show in this Article,

these issues and others have so far made precision measurement of the gluon distribution of

nuclei at high energy unreliable, in some cases leading to an apparent mass radius more than

1 fm larger than the charge radius (3).
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Figure 1: (A) A Feynman-like diagram for a gold-gold interaction in which there is exclusive
photo-nuclear production of a ρ0 meson that subsequently decays to a π+π− pair. Quantum
interference between the transverse linear polarization from the photon in each diagram results
in an observed cos 2φ dependence despite the two diagrams not sharing any internal lines. (B) A
diagram for the same process in a proton on gold interaction, where essentially no interference
takes place due to the large difference in charge between the proton and the gold nucleus. (C)
An illustration of a photo-nuclear interaction occurring between two ultra-relativistic nuclei
separated by a nucleus-nucleus impact parameter (~b) of several nuclear radii. While only one
ρ0 is produced, two possible configurations contribute to the amplitude, one where a photon is
emitted by the field of nucleus 1 (A1) and a Pomeron by nucleus 2 (A2), and vice-versa. Vectors
representing the 2D momentum in the plane transverse to the beam (along the z-axis) are shown
for the photons (γ), Pomerons (P), ρ0, and π±. The angle φ, a proxy for the ρ0 polarization
direction, is defined in terms of the sum and difference of the 2D momentum of the π+ and π−.
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Previously, it was perceived that photons participating in UPC events are quasi-real with

transverse momentum k⊥ = 1/Rp ∼ 30 MeV (note that natural units are used throughout),

where Rp is the nuclear charge radius, reflecting the virtuality and uncertainty principle of their

origin. This led to the assumptions in models employing the equivalent photon approximation

(EPA) (19–22) that processes initiated by these photons do not depend on the nucleus-nucleus

impact parameter and that their transverse spatial coordinates are randomly distributed based on

the same principles. The recent measurements of lepton pair production from photon collisions

in UPC events at RHIC (23–26) and LHC (27–30) have shown that the photons behave as

real photons in all observables. More importantly, these measurements provide a precision

calibration (31, 32) necessary for the photons to be a source for the photo-nuclear processes,

and therefore gluon tomography.

Instead of being randomly distributed spatially, and therefore randomly polarized, recent

measurements from the STAR experiment (26) demonstrate that the quasi-real photons par-

ticipating in photon-photon and photo-nuclear A + A collisions are linearly polarized in the

transverse plane. In photo-nuclear interactions, the linear polarization of the spin-1 photon is

transferred, without a helicity flip, to the produced vector meson (33, 34). Upon decay, the spin

in the system is transferred into the orbital angular momentum (OAM) of the daughter particles.

Such spin information has previously been inaccessible though, since the photon polarization,

oriented with the nucleus-nucleus impact parameter (~b), is random from one event to the next.

On the other hand, recent theory calculations referred to as Model I (35, 36) and Model II (37)

have shown that a cos 2φ asymmetry exists due to the linear polarization of the incident photons,

where φ is the angle in the transverse plane between the vector meson’s momentum and one of

the daughter’s momentum (see Eq. 1). Since the daughters’ momenta are used as a proxy for the

ρ0 spin direction, the accuracy of such a measure has a resolution of εp = 〈cos 2φ〉 = 1/2 for

linear polarization, similar to the reaction plane resolution in elliptic flow analyses (38), which
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contributed to the discovery of the strongly interacting quark-gluon plasma (39).

Unlike past theoretical models, both of these models (Model I and Model II) implement a

correlation between the incoming photon’s spin and momentum. Model I implements a photon

and Pomeron interaction using a Woods-Saxon distribution with the ρ0N cross section (36).

Model II implements a dipole and gluon interaction with the gluon distribution inside the nu-

cleus given by a Color-Glass Condensate (CGC) model including the ρ0 wave function contri-

bution (37). A more detailed discussion of the models is given in later sections. Crucially, both

models predict that the alignment in the final-state between the vector meson’s momentum and

the momenta of its daughters is expected to result from interference between the contributing

amplitudes shown in Fig. 1A. We emphasize that in this experiment, the final observable is only

one π+π− pair and the interference of the two ρ0 occurs at the wave function level with only

one ρ0 physically produced.

As illustrated in Fig. 1C, the wave functions of the ρ0 are created at a distance on average

about the impact parameter (〈b〉 ' 20 fm (40)) apart while the lifetime of the ρ0 is only about

1 fm. This is a classic example of the Einstein–Podolsky–Rosen (EPR) (16, 40–42) paradox,

in which the daughter pions from the ρ0 decay are assumed to maintain the overall wave func-

tion of their parent, which is required for the interference to happen. Multiphoton interference

and entanglement have been used in many fields of fundamental research and have many ap-

plications (43), even OAM interferometry with twisted light (44). In photoproduction of vector

mesons off nuclei, the transition from a photon to a vector meson has been treated with the vec-

tor dominant process, i.e. by treating a vector meson like a heavy photon (45, 46). Therefore,

applying interferometry in this case in analogy to photons is quite natural.

Both Model I and Model II indicate that the transverse-momentum-dependent cos 2φ asym-

metry should have a distinctive diffractive pattern which is sensitive to the nuclear geometry and

quantum interference effects. Interference was previously believed to be present and observable
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only at extremely low four-momentum transfer between the photon and the entire nucleus (|t|)

because of a presumed random photon polarization (35–37, 47–49). Destructive interference

results between the two participating amplitudes at very low |t| due to the identical particle

symmetry and the odd parity of the ρ0 vector meson, causing a dip in the cross section near

|t| = 0. In addition, this newly observed interference effect alters the |t| distribution of the

diffractive cross section even at larger values of |t|. As we will demonstrate, this modification

of the |t| spectra, especially at higher values of |t| is primarily responsible for the anomalously

large and unreliable nuclear radii extracted from past measurements of |t| spectra from photo-

nuclear processes.

Given that the photons are 100% linearly polarized along their transverse momentum di-

rection, the ρ0 momentum perpendicular to the polarization has a minimal contribution from

the photon transverse momentum in the |t| distribution - and is therefore most indicative of

the Pomeron momentum contribution. The interference occurs with a term cos (~P ·~b) where

~P is the momentum vector of the ρ0 and ~b is the nucleus-nucleus impact parameter. For a

point source or in the large |~b| limit (35, 36), the photon transverse momentum and polarization

vectors are exactly along the impact parameter direction. In the current work, we study the |t|

distribution as a function of ρ0 polarization angle φ. At φ = 90◦, all the effects from photon mo-

mentum, polarization and interference should be at a minimum or completely disappear. Even

with those contributions removed, extracting the true nuclear mass form factor requires a small

correction for the ρ wavefunction (Rρ
T ' 1 fm (33, 50)) and the depolarization due to the finite

angle between the photon polarization vector and~b as depicted in Fig. 1C.

In this Article, the transverse linear polarization of photons in UPCs is used as an interfer-

ometry tool to explore the structure of heavy nuclei. The Article is structured as follows: First

we discuss the selection of signal π+π− pairs and the techniques used to reject backgrounds.

Next we present the mathematical definition of the ρ0 polarization observable, φ, followed by a
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Figure 2: (A) The invariant mass distribution of π+π− pairs collected from Au+Au and U+U
collisions. The vertical black lines indicate the selected mass range with uniform detector ac-
ceptance and efficiency in φ that is used for all the subsequent analyses. Panels (B) to (D) show
the two-dimensional distribution of the ρ0 transverse momentum, where Px = PT cosφ and
Py = PT sinφ. The data from Au+Au collisions is shown in (B) as a continuous surface and in
(C) as a 2D image. For comparison, the data from U+U collisions is also shown in (D) as a 2D
image. In both Au+Au and U+U collisions, a clear asymmetry is visible due to the preferential
alignment of the transverse momentum in the x direction.
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2D investigation of the momentum of the ρ0, by taking projections parallel and perpendicular to

the polarization. Following a similar concept, we perform a 2D analysis of the ρ0’s transverse

momentum squared (|t| distribution) as a function of the polarization angle, to demonstrate its

profound effect on the apparent mass radius of the colliding nuclei. To gain an understanding

of the nature of the interference effect, we then present a comparison of measurements in p+Au

and Au+Au collisions at a center of mass energy per nucleon pair (√s
NN

) of 200 GeV and U+U

collisions at √s
NN

= 193 GeV. Next we present a method of taking this novel interference ef-

fect into account, thereby allowing the extraction of the ’true’ mass radius, R0, of the colliding

nuclei. We end with a comparison and discussion of various theoretical models and potential

explanations of the observed quantum interference measured through two non-identical parti-

cles.

RESULTS

Figure 2A shows the measured invariant mass distribution for selected π+π− pairs with PT <

200 MeV from Au+Au and U+U collisions (note, we use capital P to denote the momentum

of the π+π− pair, i.e. the ρ0). The data from Au+Au and U+U collisions were collected with

the STAR detector at RHIC in the years of 2010 and 2011 while the data from p+Au collisions

were taken in 2015 with additional tagging of the forward diffractive protons (51). A broad

prominent peak is observed in the invariant mass distribution around the ρ0 mass of ∼ 770

MeV indicating that the trigger system and track selection criteria are effective for selecting

exclusive ρ0 → π+π− processes. Candidate π+π− pairs with an invariant mass (Mππ) between

650 and 900 MeV are selected for further analysis. Selecting this mass range results in a sample

of π+π− pairs predominantly from the decay of a ρ0 vector meson produced in the diffractive

photo-nuclear interaction. The measured π+π− final state also contains interfering contributions

from other production channels with the same quantum numbers (e.g. continuum π+π− from
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the Drell-Söding process (52) and ρ0−ω mixing (53)). The relative amplitude contribution from

each channel has previously been studied in detail by the STAR collaboration (3) and others (14,

33). In this analysis, the selected invariant mass range is used primarily to obtain a sample

of π+π− pairs with a large signal-to-background ratio and with roughly uniform acceptance.

Throughout the article we follow the convention of referring collectively to the inseparable

π+π− final states with the same quantum numbers as ρ0 candidates.

Background and Contamination

In addition to the ρ0 which we study here, there are several other processes which potentially

contaminate the selected sample. The first potential contamination results from misidentified

φ → K0
LK

0
S and the subsequent K0

S → π+π− decay. Such background from K0
S is removed

by requiring Mππ > 650 MeV. Similarly, the φ meson and ω meson can produce π+π−π0 fi-

nal states, which contaminate the π+π− sample since STAR does not detect π0. Additional

contamination may result from ρ′ (e.g. ρ(1450) or ρ(1570)) since it can decay to 4-pion final

states (π+π−π+π− and π+π−π0π0) (54). Since STAR does not measure π0, any final state with

two neutral pions appears as a π+π− event. Similarly, any final state with four charged pions

may contaminate the π+π− signal pairs when two of the charged pions are lost, either due to

imperfect reconstruction efficiency or by traveling outside of the acceptance. All of these back-

ground processes are reconstructed predominately at low Mππ and are therefore easily removed

by analyzing π+π− with Mππ > 650 MeV. For instance, analyses conducted at HERA (33) and

Jefferson Laboratory (JLab) (55, 56) rejected these backgrounds by selecting candidates with

Mππ > 600 MeV. Despite the relatively long lifetime of the charged pion (cτ = 7.8 m) in com-

parison with the radius of STAR’s primary tracking detector (R≈ 2 m), as many as 5% of all the

π+π− pairs will have at least one of the pions undergo decay to a muon and a neutrino within

that volume. These events, with a final state of π+µ−X , µ+π−X , or µ+µ−X (where X denotes
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the unmeasured (anti-)neutrino), originate from the same primordial process (e.g. diffractive

photoproduction of a ρ0 or direct π+π− pair) that we study. However, they are undesirable for

the measurement in question since the decay randomizes the angle and momentum of the mea-

sured final-state charged track. The use of precise particle time-of-flight (TOF) measurement

(see Materials and Methods) helps reject pairs in which one (or both) of the charged pions de-

cay, especially for pairs where either daughter track has low transverse momentum (pT < 300

MeV). The lower invariant mass threshold (Mππ > 0.65 GeV) is useful for further reducing

the contamination from such events since pairs with a daughter π± that decays to a µ± and an

(anti-)neutrino are generally reconstructed with an invariant mass shifted to a smaller value (14).

Data Analysis

An angular distribution, sensitive to photon polarization interference effects, is constructed from

selected π+π− pairs using the φ observable (37), defined as:

cosφ = ( ~pT1 + ~pT2) · ( ~pT1 − ~pT2)/(| ~pT1 + ~pT2| × | ~pT1 − ~pT2|) (1)

where ~pT1 and ~pT2 are the 2D momentum vectors of the daughter pions in the plane transverse

to the beam direction. At the relevant kinematics to this study with | ~pT1 + ~pT2| << | ~pT1− ~pT2|,

φ angle from Eq. 1 is equivalent to the angle between the momentum of the parent momentum

and the momentum of one of its daughters. Therefore we use these descriptions interchangeably

throughout this Article. In order to remove any effect due to charge-dependent track reconstruc-

tion efficiency, ~pT1 and ~pT2 are randomly assigned from the daughter π+ and π− in each event.

This has the additional effect of naturally eliminating any odd harmonics of the distribution.

However, recent calculations have suggested that odd harmonics of the φ distribution may be

sensitive to Coulomb-nuclear interference effects (57), and will therefore be pursued in detail

in future work. The transverse momentum distribution of the parent ρ0 can be decomposed into
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two components, one parallel (Px) to and one perpendicular (Py) to the polarization direction:

Px = PT cosφ,

Py = PT sinφ.
(2)

The result of this two-dimensional representation of the ρ0 transverse momentum is shown in

Figs. 2B and 2C for Au+Au collisions and in Fig. 2D for U+U collisions. In all three cases, a

striking interference pattern is observed in the Px direction while no such effect is observed in

the Py direction. As previously mentioned, the observation of an interference pattern along Px

is expected, since the photon polarization is almost perfectly aligned with the impact parameter

as shown in Fig. 1C (36).

Figures 3A and 3B show the measured P 2
T ≈ |t| distribution for signal π+π− pairs from

Au+Au (A) and U+U (B) collisions with two distinct classic diffractive peaks. A clear differ-

ence between the shape of the two spectra is visible, especially for |t| < 0.01 (GeV)2 due to

the different size and shape of the two nuclei. The measured |t| spectra can be described by

an empirical model, composed of a coherent contribution characterized by the form factor of a

Woods-Saxon distribution and an incoherent contribution characterized by a dipole form factor.

The Woods-Saxon distribution, ρA(r) is commonly used to describe the density distribution of

spherically symmetric heavy nuclei. It has the form:

ρA(r;R, a) =
ρ0

1 + exp[(r −R)/a]
, (3)

where R is the nuclear radius, a is the surface thickness, and the factor ρ0 is a normalization

factor defined as ρ0 = 3A/(4πR3), withA being the atomic mass number for the given nucleus.

The nuclear form factor can be computed from the density distribution via the Fourier Trans-

form, denoted in Eq. 4 below using the notation F [...](k) (see Materials and Methods for more

details). Following this approach, the best-fit Woods-Saxon radius for both gold and uranium
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T ) for Au+Au collisions (A) and U+U collisions

(B). The dN/d|t| as a function of |t| from Au+Au collisions for φ bins at 0o (C) and 90◦ (D).
In (A-D) long-dashed curves are shown for the best-fit Woods-Saxon distribution. The distri-
butions from Au+Au collisions (A, C, D) also show red short-dashed curves from two models.
Model I (35, 36) is photon and Pomeron interaction with Woods-Saxon distributions using the
ρ0N cross sections. Model II (37) is a dipole and gluon interaction with the gluon distribution
inside nucleus in a color-glass condensate model including the ρ0 wave function contribution.
The distributions in (A-D) are not corrected for detector resolution or efficiency, nor are they
normalized as absolute cross sections. The corrections were found to have a negligible effect
on the shape of the distributions. Vertical error bars represent statistical uncertainties.
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can be extracted from the |t| spectra by fitting them to a function of the form:

f(t) = Ac|F [ρA(r;R, a)] (|t|)|2 +
Ai/Q

2
0

(1 + |t|/Q2
0)

2
, (4)

where Ac is the amount of coherent production and Ai is the amount of incoherent production

characterized by a dipole form factor. The value of Q2
0 is fixed to Q2

0 = 0.099 GeV−2 from

previous measurement of the incoherent contribution (3, 22). Figures 3C and D further show

the |t| distribution for |φ| < π/24 (C) and |φ − π/2| < π/24 (D) to illustrate the profound

impact that the interference effect has on the |t| distribution. Indeed, the extracted radius for

the case with maximum interference (φ '0) is larger by 0.81 ± 0.05(stat.) ± 0.03(syst.) fm

compared to the case with minimum interference (φ ' π/2).

One can also examine the φ distribution itself. The φ distribution for Au+Au, U+U, and

p+Au events is shown in Fig. 4A for pairs with 650 < Mππ < 900 MeV and with PT < 60

MeV. Each distribution is scaled such that the average yield (integrated over φ) is unity, to

improve comparison. The low PT range is chosen to select a region where coherent production

is dominant (in the case of Au+Au and U+U), with very little production from incoherent photo-

nuclear interactions. The signal in this low PT range is almost completely unaffected by the

STAR detector acceptance and efficiency. In both the Au+Au and U+U data sets, a clear and

prominent cos 2φ modulation is visible while the p+Au data displays an isotropic distribution.

The amplitude of the modulation is quantitatively determined by fitting the distribution to a

function of the form:

f(φ) = 1 + A cos 2φ (5)

where A is the amplitude of the cos 2φ modulation. The extracted amplitudes are

AAu+Au = [29.2 ± 0.4 (stat.) ± 0.4 (syst.)] × 10−2 (χ2/ndf = 45/49), AU+U = [23.7 ±

0.6 (stat.) ± 0.4 (syst.)] × 10−2 (χ2/ndf = 34/49), and Ap+Au = [−0.5 ± 1.2 (stat.) ±

0.9 (syst.)] × 10−2 (χ2/ndf = 16/19) for Au+Au, U+U, and p+Au collisions, respectively.
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φ distributions are fit to a function of the form f(φ) = 1 + A cos 2φ to extract the amplitude
(A) of the cos 2φ modulation. The quoted uncertainties on A are for statistical and systematic
sources of uncertainty, respectively. (B) The fully corrected 2〈cos 2φ〉 modulation vs. PT for
Au+Au and U+U collisions. The statistical uncertainty on each data point is shown in vertical
bars with the systematic uncertainty shown in the shaded bands.

The fully corrected 2〈cos 2φ〉 distributions as a function of the ρ0 transverse momentum are

shown in Fig. 4B for Au+Au, U+U, and p+Au collisions. In both the Au+Au and U+U cases, a

prominent maximum is visible at low PT which falls rapidly towards zero with another smaller

peak visible at higher PT . In contrast, the data from p+Au collisions shows no structure, being

consistent with zero at all PT . At the highest reported PT (∼ 240 MeV) the modulation strength

is consistent with zero in all three data sets.

To study the impact of photon momentum and interference, we perform another analysis by

dividing the |t| distribution into different φ bins. In each φ bin, the |t| distribution is fit with

Eq. 4. Examples of two φ slices (φ = 0◦, 90◦) of the cross section as a function of |t| are shown

in Figs. 3C and 3D, together with the empirical fit (using Eq. 4) and predictions from Model II.

In principle, Eq. 4 should be able to describe the entire |t| spectra, except the very low-|t| region

where detector resolution, photon transverse momentum and destructive interference effects are
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dominant. Indeed, calculations shown as Model I and II in Fig. 3 which take these effects into

account are able to describe the entire spectrum, including the low |t| dip quite well. Figure 5A

presents the radius R extracted by fitting Eq. 4 to data as a function of φ. There appears to be a

second-order modulation in the resulting R as a function of φ. Therefore the equation

R =
√
R2

0 + σ2
b/εp × (1 + εp cos 2φ) (6)

is used to extract the minimum radius R0 at φ = 90◦ with a second-order angular modulation

parameter σb where the parameter εp = 〈cos 2φ〉 = 1/2 is included to account for the resolution

of the measurement when using the daughter momentum as a proxy for the polarization direc-

tion. The σb parameter quantifies the observed strength of the interference effect, taking into

account multiple contributions from effects such as: the range in impact parameter probed, the

finite photon transverse momentum, and the resolution of the polarization measurement. The

detailed contribution of each effect to the final value of σb can be ascertained from Model I

and Model II, but is out-of-scope for this Article. These details, their finer effects on the shape

of the |t| distribution, and the final strength of the modulation may be further explored in the

future. Using this approach which gives the value of the true diffractive radius from the nuclear

form factor, we obtain R0 = 6.62 ± 0.03 fm, a = 0.5 ± 0.1 fm, and σb = 2.38 ± 0.04 fm

for Au+Au, and R0 = 7.37 ± 0.06 fm, a = 0.5 ± 0.1 fm, and σb = 1.9 ± 0.1 fm for U+U.

Quoted uncertainties are those for Poisson statistics. Systematic uncertainties are computed for

the fully corrected values discussed below (see Materials and Methods).

Discussions and Comparison to Theory

This measurement reports on the observation of a prominent cos 2φ modulation observed in the

ρ0 → π+π− photoproduction process measured in Au+Au and U+U collisions. The modula-

tion is observed in both Au+Au and U+U collisions but not in p+Au collisions using the same
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techniques. Unlike A+A collisions, which can undergo photo-nuclear interactions via the am-

plitudes depicted by the two diagrams shown in Fig. 1A, the drastic difference in charge (Z)

between the proton (Z = 1) vs. the Au nucleus (Z = 79) dominantly occurs through the one

with γAu +Pp → ρ0, i.e. where the photon originates from the electromagnetic field of the gold

nucleus, and the Pomeron originates from the proton. According to STARLight (58), for pairs

within STAR acceptance with PT < 100 MeV, the case in which the photon comes from the

field of the Au and the Pomeron is emitted by the proton (See Fig. 1B) accounts for 91% of the

observed cross section. The other 9% result from the other case, with γp + PAu → ρ0 (p+Au),

where the photon comes from the electromagnetic field of the proton and the Pomeron from

the Au nucleus. As mentioned, the main reason for this drastic difference in the amplitude of

the two processes is due to the charge difference. There is also a dramatic difference in the |t|

distribution due to the form factor from the nuclear (proton) size. For these reasons, the p+Au

collisions are essentially free from interference effects as depicted in Fig. 1B. On the other

hand, for symmetric collisions of highly charged nuclei like Au or U, the amplitudes for the two

diagrams shown in Fig. 1A are equal and therefore lead to maximal interference. Therefore, the

observation of a prominent cos 2φ modulation in Au+Au and U+U collisions, while absent in

p+Au collisions, is consistent with the expectation, if quantum interference is the source of the

modulation.

In the past, several ρ0 polarization measurements have been carried out at HERA (33),

JLab (55), RHIC (59), and elsewhere via measurement of the spin density matrix in the helic-

ity frame (45, 46). Past measurements, e.g. at HERA and JLab which measured an angular

modulation with respect to the scattered lepton, involved highly virtual photons due to large

momentum transfers that were therefore predominantly longitudinally polarized. Unlike those

previous measurements, this cos 2φ modulation results specifically from interference and is ob-

servable even when the real photon momentum and polarization vector are unknown, since the
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quantum interference leads to a correlation between the daughter pions momenta and the pion

pair (ρ0) momentum. It should also be noted that at PT = 0 the helicity frame representation

and the φ angle coincide, but are not identical at finite PT .

Since this cos 2φ modulation is a consequence of interference between the two amplitudes

depicted in Fig. 1A, it should be sensitive to the details of the photon and Pomeron wavefunc-

tions, and therefore, potentially sensitive to the nuclear geometry and gluon distribution inside

the colliding nuclei. As shown in Fig. 4A, the amplitude of the modulation for PT < 60 MeV

is stronger by about 5.5% in Au+Au collisions than in U+U collisions with a 4.3σ significance,

including statistical and fully uncorrelated systematic uncertainty. If the systematic uncertainty

is considered to be 100% correlated between the two measurements, then the significance is

7.6σ. This significant difference at low PT (where the cross-section is dominated by the co-

herent photoproduction process) between gold and uranium already demonstrates sensitivity to

the geometry of the colliding nuclei. However, the details of the interference effect are more

clearly seen from the PT dependence of the 2〈cos 2φ〉 distribution shown in Fig. 4B. While

the Au+Au and U+U curves have a maximum cos 2φ modulation strength at approximately the

same value (≈ 40%), the Au+Au curve has a wider first peak, leading to the larger average

strength observed for PT < 60 MeV. However, at higher PT the relative contribution from co-

herent photoproduction rapidly decreases as the contribution from incoherent photoproduction

takes over. The strength of the cos 2φ modulation is consistent with zero for PT > 200 MeV,

where the measured distribution is dominated by incoherent production. In the range between

these two regions, at intermediate PT (PT ≈ 120 MeV), a second peak is observed in the cos 2φ

modulation strength in both Au+Au and U+U collisions. While the structure of the cos 2φmod-

ulation vs. PT is similar to the diffractive structure dσ/dPT , we note that the first peak of the

cos 2φ modulation is narrower than the first peak in dσ/dPT and the second peak of the cos 2φ

distribution is approximately where the first dip is in dσ/dPT . There is some indication that
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the second peak visible in the U+U data is broader than the second peak in the Au+Au data,

possibly due to the non-spherical geometry of the uranium nucleus or possibly due to differ-

ences in neutron skins between the two nuclei. However, with the relatively large uncertainties

at PT > 100 MeV, no significant difference in the second peaks of U+U vs. Au+Au can be

claimed at this time.

The extracted values of R0 from the |t| distributions as a function of φ should have the

least contribution from photon transverse momentum and interference effects. However, there

are still contributions from the finite size ρ0 wavefunction (50), with Rρ
T = 1.03 fm, and the

finite angle between the photon polarization and impact parameter illustrated in Fig. 1C. The

depolarization can be estimated from the average angle between the photon and the impact

parameter as 1 − P = (R0/〈b〉)2/4 ' 0.03. The resulting true nuclear radii are R2
A = R2

0 −

Rρ
T
2 − (1/P − 1)σ2

b resulting in RAu = 6.53 ± 0.03 (stat.) ±0.05 (syst.) fm for 197Au and

RU = 7.29 ± 0.06 (stat.) ±0.05 (syst.) fm for 238U . The systematic uncertainty is dominated

by the difference resulting from the use of different form factors and fit ranges. This also shows

that, unlike ρ0 photoproduction off nucleons or light nuclei, the details of the ρ0 wave function

(size) actually plays almost no role in determining the nuclear radii. The ratio of these two

nuclear radii is 1.12± 0.01. Furthermore, these radii are systematically larger than the nuclear

charge radii obtained from low-energy electron scattering (60). It should be noted that the

strong-interaction nuclear radii have been measured at other facilities at lower energies (7,8,61)

with diffractive photoproduction of ρ0 in photon-nucleus collisions. A scaling of R = (1.12 ±

0.02)A1/3 was extracted from the experimental data at DESY (7,61) withRAu = 6.45±0.27 fm

and RU = 6.90± 0.14 fm while another experiment at Cornell (8) obtained RAu = 6.74± 0.06

fm. The neutron skin (62), a root-mean-square difference between the neutral and nuclear

charge radii, has been measured in even-even stable nuclei and shown to be around 0.3 fm

for 208Pb (63). When the strong-interaction radius is taken as a weighted average of neutral
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and nuclear charge radii, our measurements of the same quantity yield: S = Rn − Rp =

0.17± 0.03(stat.)± 0.08(syst.) fm for 197Au and 0.44± 0.05(stat.)± 0.08(syst.) fm for 238U

(using previous measurements ofRp (60,64)). Our measurement of S for 197Au seems to follow

the trend of world measurements at low energies (65) while that of 238U is significantly non-

zero and indicates a value larger than that expected for neutron skins of similar nuclei [in terms

of the fraction of neutron excess (N-Z)/A] (65).

We also compare to theoretical calculations from Model I and Model II that take into ac-

count the interacting photon’s transverse linear polarization and the quantum interference ef-

fects. Fig. 3 shows very good agreement between the data and both models over the entire |t|

distributions except for small disagreements in the structures at higher |t|. Figure 5B shows

a comparison of the cos 2φ modulation between the Au+Au data and two different theoreti-

cal calculations from Model I and II. Both of the model calculations are able to reproduce the

qualitative features of the data, namely the prominent peak at low PT and the second peak at

higher PT . Model I predicts a peak modulation strength and position of the first peak in good

agreement with the data while Model II does not reproduce the precisely measured magnitude

or structure as observed. While neither model describes the precise location and amplitude of

the second peak, both theoretical models indicate that the detailed structure of the modulation is

sensitive to the distribution of gluons within the nucleus. In fact, Model II used gluon saturation

and polarization with an effective nuclear radius of 6.9 fm to reproduce the data shown in Fig. 3

and Fig. 5B. Although CGC is an effective theory applicable to the non-perturbative regime of

QCD, it usually requires an energy scale above∼1 GeV for reasonable leading-order calculation

as depicted in Ref (37) and in Fig. 1A. Considering that the ρ0 mass is ∼ 770 MeV and close

to that energy scale, it may not provide the hard scale needed for reliable leading-order model

calculation. Additional phenomenological approaches have been demonstrated in the modelling

of color transparency (56,66) and may be needed in this case to achieve the necessary precision
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for quantitative comparison to data. The full 2D |t| distribution as a function of φ explored in

this study contains rich information about the nuclear geometry and gluon distribution at small

x, which could be further investigated at RHIC, LHC, and EIC.

As illustrated in Fig. 1A, the observability of the ρ0 spin alignment is a result of the in-

terference of two wave functions from two indistinguishable target and projectile nuclei at the

distance of an impact parameter apart from each other. This scheme is very different from most

of the fundamental particle interactions where two wave functions are connected by a mediator

or virtual particle in the corresponding Feynman diagram (67). In this case, the two potential ρ0

wave functions only overlap through the decay daughters that propagate to the detector. There

are several possible scenarios that would result in interference effects. First, if the phases of

these ρ0 are random, this would be similar to the azimuthal Hanbury Brown and Twiss intensity

interference effect (44, 68, 69). In this circumstance, both coherent and incoherent ρ0 produc-

tion would create a correlation (37, 47). Secondly, one can also take an alternative view on

this as an example of Entanglement Enabled Intensity Interferometry (E2I2) (70) between two

non-identical particles (π+ and π−). In fact, the components in the mass range of the ρ0 consist

of the ρ0 particle and direct π+π− (3, 14, 33) that are subject to the same interference effect. In

the example of Ref. (70), the sources of 1 and 2 are the two gold nuclei each emitting a pair of

π+π− and detectors A and B measure either π+ or π−. Due to the entanglement of the π+π−

at the source, there is a non-trivial interference term as shown in Eq. 4 of Ref. (70). Finally,

there exists a third scenario in which the initial ρ0 wave functions are locked in phase through

phase entanglements of the initial photons and Pomerons. In this case, the interference would

only appear in the coherent process and would not produce any interference from the incoherent

process (35, 36). In all three cases, the interference occurs over the characteristic distance of

the average impact parameter of the collisions, about 20 fm, while the lifetime of the ρ0 is only

about 1 fm. The decay daughter pions are spin zero particles. Our measurements of non-zero
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Figure 5: (A) Radial parameter as a function of the φ angle for Au+Au and U+U with an
empirical second order modulation fit. (B) Comparison between the fully corrected Au+Au
distribution and theoretical calculations (36, 37) that include the photon’s linear polarization
and two-source interference effects.

spin alignment ([29.2±0.4(stat.)±0.4(syst.)]% in Au+Au and [23.8±0.6(stat.)±0.6(syst.)]%

in U+U) show a definite interference effect due to the non-locality of the pion wave functions.

Through this measurement, we can also set a limit on whether or not the wave functions expe-

rience decoherence due to the decay process or other activity in their vicinity. The prediction

from Model I matches well with data while the prediction from Model II is about 20% above

the data as shown in Fig. 5B. This implies the coherence is at least 80%.

Conclusion

This measurement of photo-nuclear production in Au+Au and U+U collisions constitutes the

first utilization of the interacting photon’s transverse linear polarization recently demonstrated

by STAR in measurements of the γγ → e+e− process. We observe a significant cos 2φ modula-

tion through the ρ0 → π+π− production channel. The observed amplitude and structure of the

cos 2φ vs. PT distribution (in Au+Au and U+U collisions) is qualitatively consistent with theo-

retical calculations that include quantum interference effects due to the photon’s transverse lin-
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ear polarization. We demonstrate that the cos 2φmodulation is absent in p+Au collisions, which

are expected to be free from interference effects since only one amplitude predominantly con-

tributes in those interactions. Independent of theoretical models, we quantify the interference

patterns observed in Au+Au and U+U measurements by studying the polarization dependence

of the |t| distribution in two dimensions. We are able to remove the effects of photon transverse

momentum and two-source interference to extract the nuclear radius of gold and uranium. The

resulting radii are systematically larger than the measured nuclear charge radii at lower ener-

gies. Furthermore, demonstrating this spin-induced orbital angular momentum interferometry

offers a new avenue for studying nuclear geometry and gluon distribution within large nuclei at

a quantitative level.
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22. W. Schäfer, Eur. Phys. J. A 56, 231 (2020).

23. STAR Collaboration, J. Adams, et al., Phys. Rev. C 70, 031902 (2004).

24. PHENIX Collaboration, S. Afanasiev, et al., Phys. Lett. B 679, 321 (2009).

25. STAR Collaboration, J. Adam, et al., Phys. Rev. Lett. 121, 132301 (2018).

26. STAR Collaboration, M. S. Abdallah, et al., Phys. Rev. Lett. 127, 052302 (2021).

27. ALICE Collaboration, E. Abbas, et al., Eur. Phys. J. C 73, 2617 (2013).

24



28. CMS Collaboration, A. M. Sirunyan, et al., Phys. Rev. Lett. 127, 122001 (2021).

29. ALICE Collaboration, S. Acharya, et al., Phys. Rev. C 99, 024002 (2019).

30. ATLAS Collaboration, M. Aaboud, et al., Phys. Rev. Lett. 121, 212301 (2018).

31. C. Li, J. Zhou, Y.-J. Zhou, Phys. Lett. B 795, 576 (2019).

32. S. Klein, A. H. Mueller, B.-W. Xiao, F. Yuan, Phys. Rev. D 102, 094013 (2020).

33. The H1 Collaboration, F. D. Aaron, et al., JHEP 2010, 32 (2010).

34. M. Derrick, D. Krakauer, S. Magill, D. Mikunas, et al., Phys. Lett. B 377, 259 (1996).

35. W. Zha, L. Ruan, Z. Tang, Z. Xu, S. Yang, Phys. Rev. C 99, 061901 (2019).

36. W. Zha, J. D. Brandenburg, L. Ruan, Z. Tang, Phys. Rev. D 103, 033007 (2021).

37. H. Xing, C. Zhang, J. Zhou, Y.-J. Zhou, JHEP 10, 064 (2020).

38. STAR Collaboration, K. H. Ackermann, et al., Phys. Rev. Lett. 86, 402 (2001).

39. STAR Collaboration, J. Adams, et al., Nucl. Phys. A 757, 102 (2005).

40. S. R. Klein, J. Nystrand, Phys. Lett. A 308, 323 (2003).

41. STAR Collaboration, B. I. Abelev, et al., Phys. Rev. Lett. 102, 112301 (2009).

42. C. A. Bertulani, M. S. Hussein, G. Verde, Phys. Lett. B 666, 86 (2008).

43. J.-W. Pan, et al., Rev. Mod. Phys. 84, 777 (2012).

44. O. S. Magaña-Loaiza, et al., Sci. Adv. 2, e1501143 (2016).

45. K. Schilling, P. Seyboth, G. Wolf, Nucl. Phys. B 15, 397 (1970).

25



46. K. Schilling, G. Wolf, Nucl. Phys. B 61, 381 (1973).

47. S. R. Klein, J. Nystrand, Phys. Rev. Lett. 84, 2330 (2000).

48. K. Hencken, G. Baur, D. Trautmann, Phys. Rev. Lett. 96, 012303 (2006).

49. STAR Collaboration, B. Abelev, et al., Phys. Rev. Lett. 102, 112301 (2009).

50. J. R. Forshaw, R. Sandapen, JHEP 11, 037 (2010).

51. STAR Collaboration, J. Adam, et al., JHEP 07, 178 (2020).

52. P. Söding, Phys. Lett. 19, 702 (1966).

53. H. Alvensleben, et al., Phys. Rev. Lett. 27, 888 (1971).

54. B. I. Abelev, et al., Phys. Rev. C 81, 044901 (2010).

55. CLAS Collaboration, S. A. Morrow, et al., Eur. Phys. J. A 39, 5 (2009).

56. CLAS Collaboration, L. El Fassi, et al., Phys. Lett. B 712, 326 (2012).

57. Y. Hagiwara, C. Zhang, J. Zhou, Y.-j. Zhou, Phys. Rev. D 103, 074013 (2021).

58. S. R. Klein, et al., Comput. Phys. Commun. 212, 258 (2017).

59. STAR Collaboration, C. Adler, et al., Phys. Rev. Lett. 89, 272302 (2002).

60. Q. Shou, et al., Phys. Lett. B 749, 215 (2015).

61. H. Alvensleben, et al., Phys. Rev. Lett. 24, 792 (1970).

62. M. B. Tsang, et al., Phys. Rev. C 86, 015803 (2012).

63. D. Adhikari, et al., Phys. Rev. Lett. 126, 172502 (2021).

26



64. H. De Vries, C. W. De Jager, C. De Vries, At. Data Nucl. Data Tables 36, 495 (1987).
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MATERIALS AND METHODS

This measurement was conducted with the STAR experiment (71) at the Relativistic Heavy Ion

Collider (RHIC) using data collected in 2010, 2011, 2012, and 2015. Data from Au+Au col-

lisions at a center-of-mass energy per nucleon-nucleon pair (√s
NN

) of 200 GeV, amounting to

1530± 150 µb−1, were collected in 2010 and 2011. Data from U+U collisions at a√s
NN

= 193

GeV, amounting to 270 ± 30 µb−1, was collected in 2012. Finally, data from p+Au collisions

at√s
NN

= 200 GeV, amounting to 35 ± 3.5 nb−1, was collected in 2015.

These data sets employed a triggering system based on signals from several STAR detectors

to select ultra-peripheral collisions that may contain π+π− pairs decayed from the photo-nuclear
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production of a ρ0 vector meson or from direct photo-nuclear production of π+π− pairs (72).

For the Au+Au and U+U datasets, the trigger accomplishes this by selecting events with neu-

tron emission resulting from a mutual Coulomb dissociation process (73) using two Zero De-

gree Calorimeters (ZDCs) located about 18 meters along the beam line on either side of the

interaction point. The trigger requires a coincidence between signals in the two ZDCs (72) on

either side of the interaction point, to reject beam-background interactions in which a single

beam interacts with the beam pipe or other material. Requiring a coincidence in the ZDCs

also helps select interactions occurring at the center of STAR where its detectors have roughly

uniform acceptance. Since the interaction probabilities for mutual Coulomb excitation and for

the diffractive photoproduction processes are approximately independent of one another for a

given impact parameter, the selection of mutual Coulomb dissociation events provides an ef-

fective technique for selecting these exclusive processes. Mutual Coulomb dissociation (73,74)

at RHIC is well modeled (75) with an uncertainty of ±5% and the various ratios of the cross

sections from the model are in agreement with the experimental results within ±7% uncer-

tainty (76). In addition to the neutron emission from mutual Coulomb dissociation, the trigger

system also requires signals in the mid-rapidity STAR detectors (at large angles with respect to

the beam) to be consistent with the presence of at least 2, but not more than 6 charged particles

in order to effectively select exclusive events. Finally, in order to ensure that the selected events

are diffractive in nature, the trigger system includes a veto on activity in the forward/backward

regions between mid-rapidity and the ZDCs. Since a mutual Coulomb dissociation trigger can-

not be used for p+Au collisions, a similar UPC trigger is implemented by employing Roman

Pots to detect the minimally deflected proton (51). In this way candidate exclusive events, such

as diffractive photo-nuclear interactions, can be efficiently triggered even in p+Au events that

do not satisfy the mutual Coulomb dissociation trigger.

29



Signal Selection

In total∼41×106 Au+Au collisions, ∼23×106 U+U collisions, and∼1.8×108 p+Au collisions

were recorded using the trigger system. From the triggered events, candidate exclusive diffrac-

tive events were further required to: fall within ± 100 cm of the center of STAR, contain an

interaction vertex formed from exactly 2 oppositely charged particles, and have no more than

2 additional background charged particles elsewhere in STAR. The reconstruction and identifi-

cation of π+π− pairs is accomplished using the Time Projection Chamber (TPC) (77) and the

Time of Flight (TOF) detectors (78). By measuring the track curvature, the TPC is capable

of measuring the transverse momenta (pT ) of charged particles bent by a uniform 0.5 Tesla

solenoidal magnetic field. The TPC has acceptance for pT >100 MeV with a resolution σpT /pT

better than 1% for tracks with momenta below 1 GeV. The 3D tracks reconstructed by the TPC

are required to have at least 15 hit points out of a possible maximum of 45 to ensure good qual-

ity. In addition to tracking information, the TPC provides particle identification information

via measurement of the mean specific ionization energy loss per unit length (〈dE/dx〉). The

measured 〈dE/dx〉 can be expressed in terms of the measurement resolution as nσ, where nσ is

the number of standard deviations from the expected 〈dE/dx〉 for a pion. The nσ measurement

of each track is used to construct the χ2
ππ for a π+π− pair hypothesis, where χ2

ππ = nσ2
1 + nσ2

2

and the subscripts 1,2 denote the two tracks in the pair.

While the χ2
ππ variable alone can be used to select a relatively pure set of π+π− pairs,

those pairs may suffer from a small amount of contamination from e+e−, pp̄, and K+K− pairs

when the daughter tracks have momenta above 200 MeV. In order to further reject these possi-

ble types of contamination, the Time-of-Flight (TOF) detector, which provides precise timing

measurement of charged particles with a time resolution of ∼ 75 ps can be used. The TOF

identification technique is based on the measured time difference between the two tracks in a

pair (∆TOF = t2−t1). Since the TPC provides measurement of the daughter particle momenta
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(p1, p2) and path lengths (s1, s2), the expected time difference for a π+π− pair can be expressed

as ∆TOFE = tE2 − tE1 where tE1,2 =
√
s21,2/c

2 × (1 +m2
π/p

2
1,2) (where mπ is the mass of the

charged pion ≈ 139 MeV/c2). Finally, the double difference, ∆∆TOF = ∆TOF −∆TOFE ,

can be used to select π+π− pairs while also rejecting contamination from e+e−, pp̄, and K+K−

pairs. Finally, for the Au+Au and U+U datasets, candidate π+π pairs are selected from those

pairs with χ2
ππ < 8 and ∆∆TOF < 750 ps. Since the TOF information was not available in the

p+Au data set, only the χ2
ππ < 8 condition is required. The effect of potential contamination

from e+e−, pp̄, and K+K− pairs in the p+Au data set is found to be negligible and is included

as a systematic uncertainty.

Detector Acceptance and Efficiency Corrections

Instead of fitting to the φ distribution to extract the modulation strength, the cos 2φ distribution

can be directly measured with respect to the various pair kinematics by taking the moments of

the distribution. The strength of the modulation can then be determined directly as 2×〈cos 2φ〉,

without the need for a fit, where the 〈...〉 indicate the average value defined as:

2〈cos 2φ〉measured = 2

∫ π
−π(1 + α(φ)w(φ) cos 2φ) cos 2φ dφ∫ π

−π(1 + α(φ)w(φ) cos 2φ)dφ
(7)

with α(φ) being the true modulation strength and w(φ) the bias caused by imperfect detector ef-

ficiency and incomplete acceptance. Without loss of generality, both the signal and the detector

effects can be expressed in terms of Fourier series:

w(φ) = 1 + w1 cosφ+ w2 cos 2φ+ w3 cos 3φ + ...

α(φ) = 1 + α1 cosφ+ α2 cos 2φ+ α3 cos 3φ + ...
(8)

In general the α and w are also functions of the pair kinematics, e.g. α = α(φ, pT , ..). For

an ideal detector there would be no bias (i.e. w(φ) = 1) and the measured distribution would

directly reflect the true distribution α(φ). Even though the STAR detector has full 2π coverage
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in azimuth, the limited acceptance in pT (pT > 200 MeV) leads to a bias (w(φ) 6= 1) and

therefore, the measured φ distribution must be corrected to remove this detector effect. This

acceptance bias is estimated directly from the data by constructing pairs with π+ and π− tracks

from different events (so-called mixed-event method). In this way the detailed acceptance and

efficiency of the STAR detector can be reproduced to determine the acceptance effects with

high precision. Using this method, the bias on the cos 2φ modulation (w2) is estimated and

found to be small (� 1%) for small pair PT but grows larger with increasing PT to a value of

≈ −10% at a PT of 200 MeV. In principle, the detector bias can also lead to mixing between the

various Fourier components. On the other hand, in practice this is not an issue, since all other

components (w1, w3, w4, ...) are found to be consistent with zero in the PT range of interest. In

that case, Eq. 7 can be evaluated by substituting in the definitions of α and w from Eq. 8 and

setting all wn to zero except for n = 2. Evaluating and solving for the true signal yields:

α2 =
−2(γ2 − w2)

−2 + γ2w2

(9)

where γ2 is the measured distribution, i.e γ2 = 2〈cos 2φ〉measured.

Systematic Uncertainties

In addition to the statistical uncertainties reported in Fig. 2 and Fig. 3, we also evaluate pos-

sible sources of systematic bias for the φ measurement. The dominant sources of systematic

uncertainty are: track selection and quality, pion identification, pion to muon decay, detector ef-

ficiency effects, and kinematic acceptance corrections. At low PT all of these sources are found

to be smaller than the statistical uncertainty leading to point-to-point variations at the level of

3% or less. At higher PT the pion to muon decay process is problematic because it potentially

produces a self-correlation between (~p1 + ~p2) and (~p1 − ~p2). Since the muon tracks have ap-

proximately the correct azimuthal angle, but are reconstructed with the wrong mass (charged
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pion mass instead of muon mass), the pairs with one or more muons result in a φ distribution

roughly peaked at 0 and±π. This peak structure appears as anomalous components in a Fourier

expansion of the distribution. The effect of muon contamination is estimated using a GEANT3-

based simulation of π+π− pairs through the STAR detector. In the measured mass range, the

maximum effect is ≈ 2% for PT > 60 MeV and is subtracted from the measured signal with

the possible variation in the muon decay contribution taken as a systematic uncertainty. The

other sources of uncertainty all contribute approximately equally for PT > 60 MeV leading to

a combined one sigma uncertainty on the amplitude of the cos 2φ modulation of ∼ 3− 6%.

To study the systematical uncertainty of the choice of a form factor to extract the nuclear

radius, we perform another analysis by dividing the |t| distribution into different φ bins. In each

φ bin, the |t| distribution is fit with

f(t) = Ac exp (−bT t) +
Ai/Q

2
0

(1 + t/Q2
0)

2
, (10)

where Ac is the amount of coherent production with an exponential shape and Ai is the amount

of incoherent production characterized by a dipole form factor. The value ofQ2
0 is fixed toQ2

0 =

0.099 GeV−2 from previous measurement of the incoherent contribution (3). The resulting bT

as a function of φ is fitted with an empirical function to extract the nuclear radius at φ = π/2.

Using an empirical second order fit function of:

4/bT = R2
0 +

1

εp
σ2
b (1 + εp cos 2φ), (11)

we obtained R0 = 6.72 ± 0.02 fm for Au+Au and R0 = 7.37 ± 0.03 fm for U+U, and corre-

sponding σb = 2.90 ± 0.05 fm and 2.9 ± 0.1 fm. The fit to the Woods-Saxon form factor is

superior because 1) a much larger fit range is possible (which includes the second diffractive

peak), and 2) Eq. 4 describes the non-Gaussian shape better than Eq. 10. For these reasons, the

exponential shape is not used to characterize the coherent contribution but as an estimate of the

systematical uncertainty (±0.05 fm) for the form factor choice.
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Rinc (fm) R(φ = 0◦) R(φ = 90◦) fitted R0 (Eq. 4) Fitted R0 (Eq. 9) final

Au 7.47± 0.02 7.86± 0.03 7.15± 0.03 6.62± 0.03 6.72± 0.02 6.53± 0.03

U 7.98± 0.03 8.12± 0.06 7.60± 0.06 7.37± 0.06 7.37± 0.03 7.29± 0.06

Table 1: Results of the extracted radius from various methods and intermediate steps.

197Au 238U

STAR R (fm) 6.53± 0.03± 0.05 7.29± 0.06± 0.05

STAR 〈cos 2φ〉 (%) 29.2± 0.4(stat.)± 0.4(syst.) 23.7± 0.6(stat.)± 0.6(syst.)

Rp (fm) 6.38 6.87

Model I (II) R (fm) 6.38 (6.9)

Table 2: Radius and cos 2φ from STAR data and those used or predicted in the models and
nuclear charge radius (Rp). The reported 〈cos 2φ〉 corresponds to π+π− pairs with 0.65 <
Mππ < 0.9 GeV and PT < 0.06 GeV.

Tabulated Results

We compile all the results from the measurements on radius in Table 1 and cos 2φ to compare

with models and nuclear charge radius in Table 2.

Woods-Saxon Form Factor Calculation

As mentioned, in several cases the dN/d|t| distributions are fit to Eq. 4, which characterizes the

coherent contribution via the form factor of a Woods-Saxon distribution. In general, the form

factor can be computed as the Fourier transform of the density distribution (ρA):

F (k2) =
1

Ze

∫
d3rei

~k·~rρA(~r), (12)

where Z is the charge of the nucleus, e is the fundamental unit of charge, ~k is the momentum

transfer and ~r is the position vector. For a spherically symmetric Woods-Saxon distribution, ρA

is a function of the radial distance only, and is defined as:

ρA(R) =
ρ0

1 + exp[(R−RA)/a]
, (13)
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where R is the radial distance from the center of the distribution, RA is the nuclear radius and

a is the surface thickness of the distribution. The factor ρ0 is a normalization factor defined as

ρ0 = 3A/(4πR3
A), with A being the atomic mass number for the given nucleus. In the case of a

spherically symmetric distribution, Eq. 12 can be further simplified to:

F (k2) =
4π~
Zek

∫
RρA(R) sin (kR/~)dR. (14)

Since Eq. 13 does not have an analytic Fourier transform, some authors choose to use an ap-

proximately equivalent analytic formula (See for instance Eq. 10 of Ref. (58)). Alternatively,

the form factor for the Woods-Saxon distribution can be computed numerically, as is done in

this analysis. We use the QAG adaptive Monte-Carlo integration technique (79) for computing

the form factor, ensuring that the numerical accuracy is better than 0.1%.
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