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In relativistic heavy-ion collisions, a global spin polarization, PH, of Λ and Λ̄ hyperons along the
direction of the system angular momentum was discovered and measured across a broad range of
collision energies and demonstrated a trend of increasing PH with decreasing

√
sNN. A splitting

between Λ and Λ̄ polarization may be possible due to their different magnetic moments in a late-
stage magnetic field sustained by the quark-gluon plasma which is formed in the collision. The
results presented in this study find no significant splitting at the collision energies of

√
sNN = 19.6

and 27 GeV in the RHIC Beam Energy Scan Phase II using the STAR detector, with an upper
limit of PΛ̄ − PΛ < 0.24% and PΛ̄ − PΛ < 0.35%, respectively, at a 95% confidence level. We derive
an upper limit on the näıve extraction of the late-stage magnetic field of B < 9.4 × 1012 T and
B < 1.4 × 1013 T at

√
sNN = 19.6 and 27 GeV, respectively, although more thorough derivations

are needed. Differential measurements of PH were performed with respect to collision centrality,
transverse momentum, and rapidity. With our current acceptance of |y| < 1 and uncertainties,
we observe no dependence on transverse momentum and rapidity in this analysis. These results
challenge multiple existing model calculations following a variety of different assumptions which
have each predicted a strong dependence on rapidity in this collision-energy range.

I. INTRODUCTION

Under ordinary conditions, quarks and gluons exist in
bound states to form baryons and mesons; however, if
extreme energy densities of ε >∼ 1 GeV/fm3 are achieved,
they become deconfined, forming the quark-gluon plasma
(QGP) [1–5]. The QGP is formed in laboratories through
the collisions of atomic nuclei at relativistic energies, or
heavy-ion collisions (HICs), within large particle collid-
ers [2] such as the Relativistic Heavy Ion Collider (RHIC)
at Brookhaven National Laboratory. Phenomenological
analyses of experimental results help to reveal the prop-
erties of the QGP and characterize the QCD phase dia-
gram.

One of the important discoveries in the field of HICs
has been that of the fluid-like nature of the QGP, and
a crucial signature of this is the azimuthal structure of
the momentum distribution of particles emitted by the
collision [6]. Calculations based on hydrodynamic mod-
els predicted a so-called elliptic flow [7–9], which has
been confirmed by experimental measurements [6, 10].
More recently, the fluid-like nature of the QGP has been
studied through its vortical flow structure. HICs in the
RHIC energy range carry enormous angular momentum,
O(103 − 106)h̄, which can be transferred to a curl of the
QGP velocity field and then to particles at hadroniza-
ton [11–13]. Experimentally, we explore vorticity through
PH, the polarization of emitted hyperon spins along the
system angular momentum. Λ and Λ̄ hyperons are used
because they reveal their spins through the preferen-
tial emission of their decay particles along their spin di-
rection, and they are produced abundantly enough to
achieve precise results. Measurements of PH have demon-
strated huge vorticity in the QGP [14–19], and the agree-
ment between hydrodynamic predictions and experimen-
tal measurements has provided a new confirmation of the
paradigm of equilibrium hydrodynamics in heavy-ion col-
lisions [11].

Recent measurements of PH using high-statistics data
sets have probed the vortical structure differentially [16,
18]. PH is observed to increase with collision centrality,
which describes the degree to which the colliding nuclei

overlap and ranges from 0% for perfectly central colli-
sions to 100% for extremely peripheral collisions. This
behavior is consistent with a phenomenon driven by an-
gular momentum, which itself increases with centrality; it
is also consistent with numerous model predictions [20–
22]. With respect to the momentum in the transverse
plane, pT, PH is constant within uncertainties. Some
models [12, 23, 24] predict a weak dependence that is be-
yond the statistical limitations of previous studies. Stud-
ies of PH with respect to y have gained increasing interest
as measurements have challenged models’ predictions of
a strong dependence of PH on this variable [20–22, 25–
30]. Furthermore, these models see such a dependence to
become stronger as

√
sNN becomes smaller. STAR mea-

sured PH at
√
sNN = 200 GeV including its dependence

on y in the range |y| < 1, but no dependence was ob-
served. At such a high collision energy, however, the mid-
y region is approximately boost invariant, and a changing
voriticity within that region would not necessarily be ex-
pected [11]. A recent study by STAR at

√
sNN = 3 GeV

measured this dependence in the same y range. Because
Λ-hyperon production at such a low energy was limited
to |y| <∼ 1, even the most forward-y Λ hyperons were able
to be reconstructed. Despite this, no dependence of PΛ

on y was observed within uncertainties.

Furthermore, the strong magnetic field generated by
the ions, which is along the direction of the system an-
gular momentum, will couple differently to the Λ and Λ̄
hyperons [31] which have opposite magnetic moments.
This magnetic field dies off quickly but is expected to
be partially sustained by the QGP throughout the late
stages of its evolution, due to induced currents [32]. Be-
cause Λ and Λ̄ hyperons are generated in the late stages
of the QGP evolution, a splitting would be an indirect
probe of the electrical conductivity of the QGP [11]. Ex-
perimental measurements across a wide range of collision
energies 7.7 ≤ √

sNN ≤ 39 GeV have suggested larger PΛ̄

than PΛ [15], though the positive splitting obtained by
averaging over

√
sNN is not statistically significant.

The STAR collaboration recently acquired high-
statistics data sets at

√
sNN = 19.6 and 27 GeV in

the beam energy scan II (BES-II) program, allowing
for additional studies of differential PH measurements
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and an improved-precision measurement of the splitting
between PΛ̄ and PΛ. New STAR upgrades also allow
for extended acceptance in y for the measurements at√
sNN = 19.6 GeV. We present here the results of PH as

a function of centrality, pT, and y.

II. EXPERIMENTAL DETAILS

A. The STAR detector

The STAR detector consists of a variety of detectors
placed at different regions in pseudorapidity and serving
different purposes. Aside from the trigger detectors sit-
ting close to the beam line, this analysis takes use of the
Event Plane Detector (EPD) for the determination of col-
lision geometry orientation, the Time Projection Cham-
ber (TPC) for the reconstruction of charged-particle he-
lices, and the Time Of Flight (TOF) detector for the
measurement of particle mass.

The Event Plane Detector (EPD) [33] is a set of scintil-
lator wheels, each of which is segmented into 372 tiles and
sits at ±3.75 m from the center of STAR, orthogonal to
the beam line. The EPD covers a range in pseudorapid-
ity of 2.14 < |η| < 5.09 and therefore accepts forward-y
particles emitted from the collision as well as spectator
nucleons. Through measurements of the aziumthal dis-
tribution of charged particles at forward y, the EPD pro-
vides measurements of event-plane angles describing the
orientation of collisions [34]. The EPD is an upgrade to
the STAR Beam Beam Counter (BBC) [35] used in pre-
vious analyses, and offers substantially increased granu-
larity and y coverage.

The Time Projection Chamber (TPC) [36] is a cylin-
drical chamber filled with a mixure of 90% Argon and
10% Methane. It extends radially from 0.5 to 2 m and
longitudinally from -2 to 2 m, offering an acceptance of
|η| < 1. A 0.5 T magnetic field runs longitudinally across
the TPC, and a planar cathode membrane sits within at
z = 0, ensuring a longitudinal electric field. The TPC al-
lows for the measurement of track momenta and for the
identification of charged particles emitted from the col-
lision based on their ionization energy loss, dE/dx. The
data set collected at

√
sNN = 19.6 GeV makes use of a

recently upgraded set of inner TPC readout pads, the
iTPC, that improve track reconstruction and pseudora-
pidity coverage to |η| < 1.5.

The Time of Flight (TOF) detector [37, 38] is a col-
lection of rectangular chambers which wrap around the
TPC, using Multi-gap Resistive Plate Chamber (MRPC)
technology, with an acceptance of |η| < 0.9. Within each
tray, a set of thin resistive glass plates separated by small
gaps is sandwiched between readout pads and electrodes
that produce an electric field orthogonal to the plates.
The gaps between the glass plates are filled with Freon.
Tracks reconstructed in the TPC are then matched with
hits in the TOF, allowing for measurement of particle
mass. Because the resolution on dE/dx from the TPC
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sNN
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)
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P

FIG. 1. The first-order event-plane resolution determined by
the STAR EPD as a function of collision centrality is roughly
doubled in comparison to previous analyses using the STAR

BBC. We see R
(1)
EP peak for mid-central collisions.

is poor at higher pT, the TOF is able to extend particle
identification from the TPC.

B. Data set

In 2018 and 2019, STAR collected 1.55 B Au+Au col-
lisions at

√
sNN = 27 GeV and 1.33 B Au+Au collisions

at
√
sNN = 19.6 GeV, respectively. These data sets are

part of the RHIC Beam Energy Scan Phase II (BES-
II), a three-year program collecting high-statistics data
across a broad range of collision energies. Runs of events
with abnormal behavior, such as a anomalous ⟨η⟩, were
rejected according to a detailed quality-assurance study.
Collisions points, or primary vertices, of |vz| > 70 cm
from the center of STAR along the beam direction were
rejected, as were primary vertices with |vT| > 1.5 cm, in
the transverse plane. Monte-Carlo simulations tuned to
STAR acceptance at low energy were used to study the
distribution of charged-track multiplicity. Using these
results, we can identify where pile-up events (where mul-
tiple collisions were recorded at once) dominate the event
sample. These events are effectively removed by an up-
per limit cut on event multiplicity. Furthermore, the
multiplicity distribution from the Monte-Carlo simula-
tions, which fits well with the experimental distribution,
is used to determine the collision centrality. Finally, de-
tailed quality-assurance tests are performed to ensure
that events are only included in this study if RHIC and
the relevant detectors were performing adequately.
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C. Event plane reconstruction

The system orbital angular momentum is aligned with
the normal direction of the reaction plane [39] spanned by

the beam direction and the impact parameter, b⃗, connect-
ing the centers of masses of the two colliding nuclei. For
non-central collisions, particles are preferentially emit-
ted in the reaction plane. The azimuthal distribution of
the spectator nucleons and forward-going particles, which
deflect outwards from the beam line, therefore yields the
first-order event plane angle, Ψ1, which approximates the
orientation of the reaction plane, ΨRP [34]. EPD tile sig-
nal strengths, which correlate with the multiplicity in a
given tile, and the measured directed flow at the corre-
sponding pseudorapidities are used as weights for each
tile’s contribution to Ψ1. The first-order event-plane-

angle resolution, R
(1)
EP, describes how well Ψ1 estimates

the orientation of the reaction plane. For symmetric colli-

sion systems, R
(1)
EP = ⟨cos(Ψ1−ΨRP)⟩ can be determined

from the correlation between the Ψ1 measurements from
the two EPD wheels at forward and backward rapidi-

ties [34]. Figure 1 demonstrates R
(1)
EP as a function of

collision centrality. For
√
sNN = 19.6 and 27 GeV, R

(1)
EP

peaks at around 0.6 and 0.5, respectively for mid-central

collisions. The EPD has a larger R
(1)
EP than the BBC used

in [15] at these collision energies, which offers a reduction
in uncertainties.

D. Hyperon reconstruction

Helical tracks are reconstructed as described in II A.
The dE/dx from the TPC and mass information from
the TOF are used to identify particle species. The decay
channels Λ → p + π− and Λ̄ → p̄ + π+ are considered,
which account for 63.9% of decays [40]. All proton-pion
pairs, then, are considered as Λ candidates, and a series
of cuts are applied to each pair in order to filter out the
false Λ decays. These cuts include an upper limit on the
distance of closest approach, DCA, between the helical
paths of the proton and pion, a lower limit on the DCA
between each of their helical paths and the primary ver-
tex, an upper limit on the DCA between the candidate
Λ hyperon and the primary vertex, and a lower limit on
the decay length of the Λ hyperon. For the data set at√
sNN = 27 GeV, the acceptance of the TPC allows for

Λ and Λ̄ reconstruction in the range |y| < 1; for the data
set at

√
sNN = 19.6 GeV, the upgraded iTPC allows for

reconstruction in the range |y| < 1.5. The cuts are opti-
mized to minimize background contamination while max-
imizing hyperon yield through the use of the KFParticle
software package [18, 41, 42]. The signal-to-background
ratio achieved in each of these data sets is roughly 20:1
within 5 MeV of the accepted value of the Λ rest mass.
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−0.2

0

0.2

FIG. 2. The mid-central PH measurements reported in this
work are shown alongside previous measurements in the up-
per panel, and are consistent with previous measurements at
the energies studied here. The difference between integrated
PΛ̄ and PΛ is shown at

√
sNN=19.6 and 27 GeV alongside

previous measurements in the lower panel. The splittings ob-
served with these high-statistics data sets are consistent with
zero. Statistical uncertainties are represented as lines while
systematic uncertainties are represented as boxes. The pre-
vious PΛ̄ − PΛ result at

√
sNN = 7.7 GeV is outside the axis

range, but is consistent with zero within 2σ.

E. Polarization measurement

Global Λ-hyperon polarization is measured accord-
ing to the generalized invariant-mass method [18]. The
invariant-mass distribution of the reconstructed hyper-
ons shows a clear peak around the accepted rest mass,
mΛ = mΛ̄ = 1.11568 GeV [40]. The background region
is fitted with a second-order polynomial and the signal is
fitted with two Gaussian distributions. From these fits,
a background fraction as a function of invariant mass,
fbg(minv), is extracted. In the polarization correlation
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FIG. 3. PH measurements are shown as a function of collision
centrality at

√
sNN=19.6 and 27 GeV. Statistical uncertain-

ties are represented as lines while systematic uncertainties are
represented as boxes. PH increases with collision centrality
at

√
sNN=19.6 and 27 GeV, as expected from an angular-

momentum-driven phenomenon.

term,
〈
sin(Ψ1 − ϕ∗

p)
〉
, Ψ1 is on average perpendicular to

the global angular momentum direction while ϕ∗
p, the az-

imuthal angle of the proton daughter in the Λ-hyperon’s
rest frame, is a measure of the Λ-hyperon’s spin orien-
tation. This correlation term is fitted as a function of
invariant mass, as in [16], according to:

⟨sin(Ψ1 − ϕ∗
p)⟩obs (minv) = (1)

fbg (minv)
〈
sin(Ψ1 − ϕ∗

p)
〉bg

(minv)

+
(
1 − fbg (minv)

) 〈
sin(Ψ1 − ϕ∗

p)
〉sig

to extract the signal contribution to the observed po-
larization signal. This method is performed for bins in

ϕΛ −ϕ∗
p, and the extracted

〈
sin(Ψ1 − ϕ∗

p)
〉sig

is fitted ac-
cording to

8

παΛ

1

R
(1)
EP

〈
sin

(
Ψ1 − ϕ∗

p

)〉sig
= PH + c sin(ϕΛ − ϕ∗

p), (2)

where c is a constant proportional to the strength of di-
rected flow, v1. This method extracts the true polariza-
tion devoid of detector-acceptance contributions related
to track crossing. Due to tracking efficiencies associated
with the STAR TPC, the invariant-mass distributions of
reconstructed Λ and Λ̄ hyperons depend on the orienta-
tion at which the hyperon decayed relative to the direc-
tion of its momentum. When coupled with v1, this arti-
ficially modifies the polarization observable from Eq. 1.
Equation 2 accounts for this, to leading order, and is ver-
ified by simulations of hyperon decays and reconstruction
by the STAR detector. Further details on this method
can be found in Ref. [18]. Finally, a corrective factor
A0(pT, y) = 4

π sin θ∗p is applied in order to account for
imperfect acceptance of the STAR detector [14]. The
decay parameter αΛ = −αΛ̄ = 0.732 ± 0.014 [40] cor-
rection accounts for the fact that decay particles are not
emitted exactly along the direction of the hyperon spin.
We take the magnitudes of the two decay parameters to
be the same, since we assume CP conservation in the Λ
hyperon’s decay. Previous experimental results, used for
comparison in Fig. 2, are scaled by updated values of αΛ.

F. Systematic uncertainties

Contributions to the total systematic uncertainties
arise from uncertainties on the corrective factors [43].
These include a 2% uncertainty on αΛ, a ≈ 1% un-

certainty on 4
π sin θ∗p, a ≈ 1% uncertainty on R

(1)
EP, and a

≈ 1% uncertainty on the combinatoric background dis-
tribution. These uncertainties depend on pT and y, and
are added in quadrature to achieve the full systematic
uncertainty.

A detailed study was carried out in order to check
for unexpected systematic effects. Measurements were
compared when using KFParticle versus using a custom
set of topological cuts, when using the EPD versus the
BBC for Ψ1 determination, when filtering hyperons that
shared daughters versus applying no such filter, etc. We
checked for any dependence of PΛ or PΛ̄ on time of day,
progress through run, collision rates measured by vari-
ous detectors, azimuthal angle ϕΛ,Λ̄, etc. Through these
studies, no unexpected effects were discovered.

III. RESULTS

The lower panel in Fig. 2 shows the difference be-
tween PΛ̄ and PΛ integrated over 20-50% centrality as
a function of

√
sNN. Previous measurements in BES-I

all show PΛ̄ − PΛ > 0, but are still each consistent with
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FIG. 4. PH measurements are shown as a function of hyperon
pT at

√
sNN=19.6 and 27 GeV. Statistical uncertainties are

represented as lines while systematic uncertainties are repre-
sented as boxes. There is no observed dependence of PH on
pT at

√
sNN=19.6 or 27 GeV, consistent with previous obser-

vations.

zero. The high-statistics data sets used in this analy-
sis, with drastically improved precision, show no statis-
tically significant PΛ̄ − PΛ. At

√
sNN = 19.6 GeV, we

report PΛ̄ − PΛ = −0.018 ± 0.127(stat.) ± 0.024(syst.)%,
and at

√
sNN = 27 GeV, we report PΛ̄ − PΛ = 0.109 ±

0.118(stat.) ± 0.022(syst.)%. Using hydrodynamics, one
can calculate a thermal vorticity at the freeze-out hyper-
surface; after transferring this to hadron spin, the late-
stage magnetic field can be extracted given only PΛ and
PΛ̄ [11]. Such extractions, however, are complicated by
the feed down of particles, such as Ξ, into Λ and Λ̄ hyper-
ons. Using their polarization measurements to extract a
late-stage magnetic field will depend on the method used
to simulate and estimate feed-down contributions. From
a thermal approach, ignoring feed-down effects [31, 44],
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FIG. 5. PH measurements are shown as a function of hyperon
y at

√
sNN=19.6 and 27 GeV. Statistical uncertainties are

represented as lines while systematic uncertainties are rep-
resented as boxes. The data set at

√
sNN=19.6 GeV takes

advantage of STAR upgrades to reach larger |y|.

we can estimate the magnetic field strength through

|B| ≈ Ts|PΛ̄ − PΛ|
2|µΛ|

, (3)

where Ts is the temperature of the emitting source, taken
to be 150 MeV, and µΛ is the magnetic moment of the
Λ hyperon, −1.93 × 10−14 MeV/T. Our extracted mag-
netic field is consistent with zero, and we are able to
place an upper limit, using a 95% confidence level, on
the late-stage magnetic field of B < 9.4 × 1012 T and
B < 1.4 × 1013 T for the measurements at

√
sNN = 19.6

and 27 GeV, respectively. This measurement is consis-
tent with the predictions of the electric conductivity of
the QGP made by lattice QCD calculations [32].

While the above procedure allows us to quote a value
for the magnetic field, it makes näıve assumptions and
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therefore should be used cautiously. A major factor,
which is not taken into account here, is the difference
between the production times of Λ and Λ̄ hyperons. Λ̄
hyperons may be produced later in the collision [45] when
the overall magnetic field is smaller, and would there-
fore experience a weaker effect of the magnetic field that
is expected to enhance the measured PΛ̄. Furthermore,
vorticity is expected to drop in magnitude as the QGP
evolves; because Λ̄ hyperons may be produced later in
time, this effect would reduce the measured PΛ̄ [45]. In
the absence of a magnetic field, one would then expect
PΛ̄ < PΛ. In such a case, even an agreement between
PΛ and PΛ̄ could be an indication of a non-zero magnetic
field. Other complicating factors include the difference in
production phase space between Λ and Λ̄ hyperons and
their different freeze-out conditions; these were studied in
detail using the UrQMD model in Ref. [46]. Ultimately,
an extraction of the magnetic field from PΛ and PΛ̄ will
be dependent on models that attempt to accurately sim-
ulate these effects, which may depend on

√
sNN. Addi-

tional theoretical model studies and measurements using
high statistics at different

√
sNN are therefore important

to better place limits on the late-stage magnetic field sus-
tained by the QGP in order to estimate its conductivity.

Global polarization as a function of collision centrality
is observed to increase monotonically, as seen in Fig. 3.
Such behavior has been seen in previous studies from
collision energies of

√
sNN = 3 GeV to 200 GeV [18, 47].

This behavior is qualitatively consistent with the system
angular momentum increasing with collision centrality
as well as numerous model calculations with varying un-
derlying assumptions [30, 48]. At either of the collision
energies studied here, we observe no dependence of PH

with respect to pT. In Fig. 4, we show fluctuations of
PH about the mean value with no significant deviations.
Calculations using the AMPT model predict PH increas-
ing with respect to pT at this collision energy [21, 23];
while no such dependence is observed in this study, the
model predictions are consistent with the uncertainties
on the data.

In the present study, we are able to take advantage of
the recently upgraded iTPC in the

√
sNN = 19.6 GeV

data set, which allows us to extend our track measure-
ments to |y| < 1.5. We see in Fig. 5 PH as a function of y
for the range |y| < 1.5 at

√
sNN = 19.6 GeV and |y| < 1

at
√
sNN = 27 GeV. Two separate calculations made with

the AMPT model at these energies, tuned for different
energy ranges, yield drastically different predictions. At√
sNN = 19.6 GeV, Ref. [21] predicts PH decreasing dra-

matically with |y| whereas at
√
sNN = 27 GeV, Ref. [23]

predicts PH increasing dramatically with |y|. It should be
noted, however, that these two studies also cover differ-
ent regions in phase space, with the lower-energy study
from Ref. [23] looking at pT > 2 GeV/c and the higher-
energy study in Ref. [21] constrained to |y| < 1. We
don’t observe such dramatic trends, although the data
are consistent with the predictions within uncertainties.

IV. SUMMARY

The observation of global polarization in heavy-ion col-
lisions has prompted intense investigations, both exper-
imentally and theoretically, into the vortical flow struc-
ture of the QGP. One of the main questions raised in
this context is that of the late-stage magnetic field sus-
tained by the QGP through its finite conductivity and
how PΛ̄ − PΛ might serve to measure it. While com-
peting theories offer differing views on the interpretation
of PΛ̄ − PΛ, its measurement nevertheless provides valu-
able insight. In this study, we take advantage of up-
graded subsystems within the STAR detector and recent
high-statistics data sets at

√
sNN = 19.6 and 27 GeV

in order to serve a precision measurement of PΛ̄ − PΛ.
With the näıve assumptions, we place an upper limit on
the late-stage magnetic field of B < 9.4 × 1012 T and
B < 1.4 × 1013 T at a 95% confidence level for the mea-
surements at

√
sNN = 19.6 and 27 GeV, respectively.

Still, through a more detailed approach, the PΛ̄ −PΛ re-
ported here may be found to correspond to a significant
and positive late-stage magnetic field. We also report
here measurements of PH with respect to collision cen-
trality and pT and find PH rising with centrality but no
significant dependence on pT; these are consistent with
previous observations. Of more interest is a changing
PH with y, which has been predicted but not yet mea-
sured. Our measurement of PH with respect to y can
accommodate an enhancement at larger |y|, consistent
with numerous model predictions, but is not statistically
significant. The findings reported here call for a better
theoretical understanding of the relevance of PΛ̄ − PΛ to
the late-stage magnetic field and for future high-statistics
studies of PH.
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