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We report precision measurements of hypernuclei 3
ΛH and 4

ΛH lifetimes obtained from Au+Au
collisions at

√
sNN = 3.0 GeV and 7.2 GeV collected by the STAR experiment at RHIC, and the

first measurement of 3
ΛH and 4

ΛH mid-rapidity yields in Au+Au collisions at
√
sNN = 3.0 GeV. The

lifetimes are measured to be 221 ± 15(stat.) ± 19(syst.) ps for 3
ΛH and 218 ± 6(stat.) ± 13(syst.) ps

for 4
ΛH. The pT -integrated yields of 3

ΛH and 4
ΛH are presented in different centrality and rapidity

intervals. It is observed that the shape of the rapidity distribution of 4
ΛH is different for 0–10%

and 10–50% centrality collisions. Thermal model calculations, using the canonical ensemble for
strangeness, describes the 3

ΛH yield well, while underestimating the 4
ΛH yield. Transport models,

combining baryonic mean-field and coalescence (JAM) or utilizing dynamical cluster formation via
baryonic interactions (PHQMD) for light nuclei and hypernuclei production, approximately describe
the measured 3

ΛH and 4
ΛH yields.

Hypernuclei are nuclei containing at least one hyperon.
As such, they are excellent experimental probes to study
the hyperon-nucleon (Y –N) interaction. The Y –N in-
teraction is an important ingredient, not only in the
equation-of-state (EoS) of astrophysical objects such as
neutron stars, but also in the description of the hadronic
phase of a heavy-ion collision [1]. Heavy-ion collisions
provide a unique laboratory to investigate the Y –N inter-
action in finite temperature and density regions through
the measurements of hypernuclei lifetimes, production
yields etc.

The lifetimes of hypernuclei ranging from A = 3 to 56
have previously been reported [2–11]. The mesonic decay
width dominates for A ≤ 5 hypernuclei, and variations
in the lifetimes of light systems have been observed [3–6],
likely due to the sensitivity of the mesonic decay width
to hypernuclear shell structure [12]. In particular, the
hypertriton 3

ΛH, a bound state of Λpn, has a very small
Λ separation energy of several hundred keV [13, 14], sug-
gesting that the 3

ΛH lifetime is close to the free-Λ life-
time. Recently, STAR [10, 11], ALICE [7, 8] and Hy-
pHI [9] have reported 3

ΛH lifetimes ranging from ∼ 50%
to ∼ 100% of the free-Λ lifetime. The tension between
the measurements has led to debate [15]. This calls for
more precise measurements of the 3

ΛH lifetime to resolve
the puzzle.

In heavy-ion collisions, light hypernuclei are expected
to be abundantly produced at low energies due to the
high baryon density [1, 16], while hypernuclear produc-
tion mechanisms are not well understood. Coalescence of
hyperons and nucleons has been proposed as a possible
production mechanism, particularly in central heavy-ion
collisions [17], while in peripheral collisions production
via the absorption of hyperons in the spectator fragments
has been suggested [18]. In statistical thermal models,
effects from canonical suppression for strangeness are ex-
pected to come into play at low energies. These effects are
not well constrained, introducing additional challenges
for thermal model predictions [19].

At high collision energies, the 3
ΛH yields have been

measured by ALICE [8] and STAR [10]. ALICE results
from Pb+Pb collisions at 2.76 TeV are consistent with
thermal model predictions [16] and UrQMD [1]. Mean-
while, significant differences are seen for these two the-
oretical calculations at low energies. The HypHI Col-
laboration has measured the hypernuclei cross sections
at
√
sNN = 2.7 GeV in 6Li + 12C collisions [20], however

the measurement suffered from low statistics and lack of
mid-rapidity coverage. The production mechanisms of
hypernuclei at lower energies remain an open question.
Also, the measurements of the production yields of hyper-
nuclei are critical for understanding the role of hyperons
and strangeness in the EoS in the high-baryon-density
region [21].

In this letter, we report 3
ΛH and 4

ΛH lifetimes ob-
tained from data samples of Au+Au collisions at

√
sNN

= 3.0 GeV and 7.2 GeV, as well as the first measurement
of 3

ΛH and 4
ΛH differential yields at

√
sNN = 3.0 GeV. We

focus on the yields at mid-rapidity in order to investi-
gate hypernuclear production in the high-baryon-density
region. The yields at

√
sNN = 7.2 GeV are not pre-

sented here due to the lack of mid-rapidity coverage. The
data were collected by the Solenoidal Tracker at RHIC
(STAR) in 2018, using the fixed-target (FXT) configura-
tion. In the FXT configuration a single beam provided
by RHIC impinges on a gold target of thickness 0.25 mm
(corresponding to a 1% interaction probability) located
at 201 cm away from the center of the STAR detector.
The minimum bias (MB) trigger condition is provided by
the Beam-Beam Counters (BBC) [22] and the Time of
Flight (TOF) detector [23]. The reconstructed primary-
vertex position along the beam direction is required to
be within ±2 cm of the nominal target position. The
primary-vertex position in the radial plane is required to
lie within a radius of 1.5 cm from the center of the target
to eliminate possible backgrounds arising from interac-
tions with the vacuum pipe. In total, 2.8×108 (1.5×108)
qualified events at

√
sNN = 3.0 (7.2) GeV are used in
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this analysis. The
√
sNN = 3.0 GeV analysis and

√
sNN

= 7.2 GeV analysis are similar. In the following, we de-
scribe the

√
sNN = 3.0 GeV analysis; details related to

the
√
sNN = 7.2 GeV analysis can be found in the sup-

plementary material.
The centrality of the collision is determined using the

number of reconstructed charged tracks in the Time Pro-
jection Chamber (TPC) [24] compared to a Monte Carlo
Glauber model simulation [25]. The top 0–50% most
central events are selected for our analysis. 3

ΛH and
4
ΛH are reconstructed via the two-body decay channels
A
ΛH → π− + AHe, where A = 3, 4. Charged tracks are
reconstructed using the TPC in a 0.5 Tesla uniform mag-
netic field. We require the reconstructed tracks to have
at least 15 measured space points in the TPC (out of 45)
and a minimum reconstructed transverse momentum of
150 MeV/c to ensure good track quality. Particle identifi-
cation for π−, 3He, and 4He is achieved by the measured
ionization energy loss in the TPC. The KFParticle pack-
age [26], a particle reconstruction package based on the
Kalman filter utilizing the error matrices, is used for the
reconstruction of the mother particle. Various topologi-
cal variables such as the decay length of the mother parti-
cle, the distances of closest approach (DCA) between the
mother/daughter particles to the primary vertex, and the
DCA between the two daughters, are examined. Cuts on
these topological variables are applied to the hypernuclei
candidates in order to optimize the signal significance.
In addition, we place fiducial cuts on the reconstructed
particles to minimize edge effects.

Figure 1 (a,b) shows invariant mass distributions of
3Heπ− pairs and 4Heπ− pairs in the pT region (1.0–
4.0) GeV/c for the 50% most central collisions. The
combinatorial background is estimated using a rotational
technique, in which all π− tracks in a single event are ro-
tated with a fixed angle multiple times and then normal-
ized in the side-band region. The background shape is
reasonably reproduced using this rotation technique for
both 3

ΛH and 4
ΛH as shown in Fig. 1. The combinato-

rial background is subtracted from the data in 2D phase
space (pT and rapidity y) in the collision center-of-mass
frame. In addition to subtracting the rotational back-
ground, we perform a linear fit using the side-band re-
gion to remove any residual background. The subtracted
distributions are shown in Fig. 1 (c,d). The target is
located at y=−1.05, and the sign of the rapidity y is
chosen such that the beam travels in the positive y di-
rection. The mass resolution is 1.5 and 1.8 MeV/c2 for
3
ΛH and 4

ΛH, respectively.
The reconstructed 3

ΛH and 4
ΛH candidates are further

divided into different L/βγ intervals, where L is the de-
cay length, β and γ are particle velocity divided by the
speed of light and Lorentz factor, respectively. The raw
signal counts, N raw, for each L/βγ interval are corrected
for the detector acceptance and reconstruction efficiency
(εTPC × εPID) using an embedding technique in which
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FIG. 1: Top row: Invariant mass distributions of (a)3Heπ−

and (b)4Heπ− pairs reconstructed from data are shown by
solid red circles. Open black circles represent the background
constructed by using rotated pion tracks. Bottom row: The
transverse momentum (pT ) versus the rapidity (y) for re-
constructed (c)3

ΛH and (d)4
ΛH. The target is located at the

y = −1.05.

the TPC response to Monte Carlo (MC) hypernuclei and
their decay daughters is simulated in the STAR detector
described in GEANT3 [27]. Simulated signals are embed-
ded into the real data and processed through the same
reconstruction algorithm as in real data. The simulated
hypernuclei, used for determining the efficiency correc-
tion, need to be re-weighted in 2D phase space (pT –y)
such that the MC hypernuclei are distributed in a re-
alistic manner. This can be constrained by comparing
the reconstructed kinematic distributions between simu-
lation and real data. The corrected hypernuclei yield as
a function of L/βγ is fitted with an exponential function
(see supplementary material) and the decay lifetime is
determined as the negative inverse of the slope divided
by the speed of light.

We consider four major sources of systematic uncer-
tainties in the lifetime result: imperfect description of
topological variables in the simulations, imperfect knowl-
edge of the true kinematic distribution of the hypernuclei,
the TPC tracking efficiency, and the signal extraction
technique. Their contributions are estimated by varying
the topological cuts, the MC hypernuclei pT –y distribu-
tions, the TPC track quality selection cuts and the back-
ground subtraction method. The possible contamination
of the signal due to multi-body decays of A > 3 hyper-
nuclei is estimated using MC simulations and found to
be negligible(< 0.1%) within our reconstructed hyper-
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FIG. 2: 3
ΛH (a) and 4

ΛH (b) measured lifetime, compared to
previous measurements [3–5, 7–11, 28–34], theoretical calcu-
lations [35–40] and the free-Λ lifetime [41]. Horizontal lines
represent statistical uncertainties, while boxes represent sys-
tematic uncertainties. The experimental average lifetimes and
the corresponding uncertainty of 3

ΛH and 4
ΛH are also shown

as vertical blue shaded bands.

nuclei mass window. The systematic uncertainties due
to different sources are tabulated in Tab. I. They are
assumed to be uncorrelated with each other and added
in quadrature in the total systematic uncertainty. As a
cross-check, we conducted the measurement of Λ lifetime
from the same data and the result is consistent with the
PDG value [41](see supplementary material).

Lifetime dN/dy
Source 3

ΛH 4
ΛH 3

ΛH 4
ΛH

Analysis cuts 5.5% 5.1% 15.1% 6.9%
Input MC 3.1% 1.8% 8.8% 3.8%

Tracking efficiency 5.0% 2.4% 14.1% 5.2%
Signal extraction 1.5% 0.7% 14.3% 7.7%

Extrapolation N/A N/A 13.6% 10.9%
Detector material < 1% < 1% 4.0% 2.0%

Total 8.2% 6.0% 31.9% 16.6%

TABLE I: Summary of systematic uncertainties for the life-
time and top 10% most central dN/dy (|y|<0.5) measure-
ments using

√
sNN = 3.0 GeV data.

The lifetime results measured at
√
sNN = 3.0 GeV and√

sNN = 7.2 GeV are found to agree well with each other.
The combined results are 221±15(stat.)±19(syst.) ps for
3
ΛH and 218± 6(stat.)± 13(syst.) ps for 4

ΛH. As shown in
Fig. 2, they are consistent with previous measurements
from ALICE [7, 8], STAR [10, 11], HypHI [9] and early
experiments using imaging techniques [3–5, 10, 28–34].
Using all the available experimental data, the average

lifetimes of 3
ΛH and 4

ΛH are 200 ± 13 ps and 208 ± 12
ps, respectively. These precise data clearly indicate that
the 3

ΛH and 4
ΛH lifetimes are considerably lower than the

free-Λ lifetime. We conclude that the 3
ΛH lifetime puzzle

is resolved on the experimental side.
Early theoretical calculations of the 3

ΛH lifetime typi-
cally give values within 15% of the free-Λ lifetime τΛ [36–
38]. This can be explained by the loose binding of Λ in
the 3

ΛH. A recent calculation [35] using a pionless effective
field theory approach with Λd degrees of freedom gives a
3
ΛH lifetime of ≈ 98% τΛ. Meanwhile, it is shown in re-
cent studies that incorporating attractive pion final state
interactions, which has been previously disregarded, de-
creases the 3

ΛH lifetime by ∼ 15% [15, 39]. This leads
to a prediction of the 3

ΛH lifetime to be (81± 2)% of τΛ,
consistent with the world average.

As for 4
ΛH, a recent estimation [40] based on the

isospin rule [42] agrees with the data within 1σ. The
empirical isospin rule is based on the observation that
Γ(Λ → n + π0)/Γ(Λ → p + π−) ≈ 0.5, which leads to
the prediction τ(4

ΛH)/τ(4
ΛHe) = (74 ± 4)% [40]. Com-

bining the average value reported here and the previous
4
ΛHe lifetime measurement [43, 44], the measured ratio
τ(4

ΛH)/τ(4
ΛHe) is (83± 6)%, consistent with the expecta-

tion.
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FIG. 3: B.R.×dN/dy as a function of rapidity y for 3
ΛH (black

circles) and 4
ΛH (red circles) for (a) 0−10% centrality and (b)

10 − 50% centrality Au+Au collisions at
√
sNN = 3.0 GeV.

Vertical lines represent statistical uncertainties, while boxes
represent systematic uncertainties. The dot-dashed lines rep-
resent coalescence (JAM) calculations. The coalescence pa-
rameters used are indicated in the text.

Heavy-ion collisions in the high-baryon-density region
provide a unique opportunity for hypernuclear stud-
ies [16]. To further examine the hypernuclear structure
and its production mechanism in heavy-ion collisions, we
report the first measurement of hypernuclei dN/dy in two
centrality selections: top 0–10% most central and 10–50%
mid-central collisions. The pT spectra can be found in
the supplementary material, and are extrapolated down
to zero pT to obtain the pT -integrated dN/dy. Different
functions [45] are used to estimate the systematic un-
certainties in the unmeasured region, which correspond
to 32–60% of the pT -integrated yield in various rapidity
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intervals, and introduce 8–14% systematic uncertainties.
Systematic uncertainties associated with analysis cuts,
tracking efficiency, and signal extraction are estimated
using the same method as for the lifetime measurement.
We further consider the effect of the uncertainty in the
simulated hypernuclei lifetime on the calculated recon-
struction efficiency by varying the simulation’s lifetime
assumption within a 1σ window of the average experi-
mental lifetime, which leads to 8% and 4% uncertainty
for 3

ΛH and 4
ΛH, respectively. Finally, hypernuclei may en-

counter Coulomb dissociation when traversing the gold
target. The survival probability is estimated using a
Monte Carlo method according to [46]. The results show
the survival probability > 96(99)% for 3

ΛH (4
ΛH) in the

kinematic regions considered for the analysis. The dis-
sociation has a strong dependence on the Λ-separation
energy (BΛ) of the hypernuclei. Systematic uncertain-
ties are estimated by varying the BΛ of the 3

ΛH and 4
ΛH,

which are equal to 0.27± 0.08 MeV and 2.53± 0.04 MeV,
respectively [47]. As a conservative estimate, we assign
the systematic uncertainty by comparing the calculation
using the central values of BΛ and its 2.5σ limits. A
summary of the systematic uncertainties for the dN/dy
measurement is listed in Tab. I.

The pT-integrated yields of 3
ΛH and 4

ΛH times the
branching ratio (B.R.) as a function of y are shown in
Fig. 3. For 4

ΛH, we can see that the mid-rapidity distri-
bution changes from convex to concave from 0–10% to
10–50% centrality. This change in shape is likely related
to the change in the collision geometry, such as spectators
playing a larger role in non-central collisions.

To interpret the data, calculations from the trans-
port model, JET AA Microscopic Transportation Model
(JAM) [48] are used to model the dynamical stage of the
reaction. The coalescence prescription is subsequently
applied to all produced hadrons as an afterburner [49].
In this model, deuterons and tritons are formed through
the coalescence of nucleons, and subsequently, 3

ΛH and
4
ΛH are formed through the coalescence of Λ baryons with
deuterons or tritons. Coalescence takes place if the rel-
ative momenta of the constituents are within a sphere
of radius pC and the spacial coordinates are within a
sphere of radius rC . It is found that calculations using
coalescence parameters (rC , pC) of (4.5fm, 0.3GeV/c),
(4fm, 0.3GeV/c), (4fm, 0.12GeV/c) and (4fm, 0.3GeV/c)
for d, t, 3

ΛH and 4
ΛH respectively can qualitatively repro-

duce the centrality and rapidity dependence of the mea-
sured yields. The smaller pC parameter used for 3

ΛH for-
mation is motivated by its much smaller BΛ (∼ 0.3MeV)
compared to 4

ΛH (∼ 2.6MeV). A detailed study on the co-
alescence parameter dependence of the calculated yields
is beyond the scope of this paper.

The decay B.R. of 3
ΛH → 3He + π− was not directly

measured. A variation in the range 15 − 35% for the
B.R. [11, 37, 38] is considered when calculating the total
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FIG. 4: (a)3
ΛH and (b)4

ΛH yields at |y| < 0.5 as a function
of beam energy in central heavy-ion collisions. The symbols
represent measurements [8] while the lines represent differ-
ent theoretical calculations. The data points assume a B.R.
of 25(50)% for 3

ΛH(4
ΛH) → 3He(4He) + π−. The insets show

the (a)3
ΛH and (b)4

ΛH yields at |y| < 0.5 times the B.R. as a
function of the B.R.. Vertical lines represent statistical un-
certainties, while boxes represent systematic uncertainties.

dN/dy. For 4
ΛH → 4He + π−, a variation of 40 − 60%

based on [13, 43] is considered in this analysis.
The 3

ΛH and 4
ΛH mid-rapidity yields for central colli-

sions as a function of center-of-mass energy are shown in
Fig. 4, and are compared to theoretical models. The un-
certainties on the B.R.s are not shown in the main panels.
Instead, the insets show the dN/dy×B.R. as a function
of B.R..

Several theoretical models are compared to our data,
shown in Fig. 4. The thermal model adopts the canon-
ical ensemble for strangeness [50] and can describe the
mid-rapidity 3

ΛH yield data at 3.0 GeV and 2.76 TeV.
Canonical ensemble thermal statistics is mandatory to
account for the large φ/K− and φ/Ξ− ratios measured at
3.0 GeV [25]. The UrQMD-hydro hybrid model however,
overestimates our measurements by an order of magni-
tude. Coalescence calculations using DCM, an intra-
nuclear cascade model to describe the dynamical stage
of the reaction [1], are consistent with the 3

ΛH yield while
underestimating the 4

ΛH yield, whereas the coalescence
(JAM) calculations are consistent with both 3

ΛH and 4
ΛH

yields. We note that in the DCM model, the same coa-
lescence parameters are assumed for 3

ΛH and 4
ΛH, while

in the JAM model, parameters are tuned separately for
3
ΛH and 4

ΛH to fit the data. It is expected that the cal-
culated hypernuclei yields depend on the choice of the
coalescence parameters [1], and our measurement pro-
vides a new baseline for such parameters in coalescence
models. Recent calculations from PHQMD [51, 52], a
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microscopic transport model which utilizes a dynamical
description of hypernuclei formation, is consistent with
the measured yields within uncertainties. Compared to
the JAM model which adopts a baryonic mean-field ap-
proach, baryonic interactions in PHQMD are modelled
by density dependent 2-body baryonic potentials. These
2-body interactions are responsible for the dynamical
formation of hypernuclei from hyperons and baryons in
PHQMD. Since 3

ΛH and 4
ΛH are fragile objects, they are

most likely formed at later times of the collision where
the density is low enough that the objects formed are
not immediately destroyed. Thus, our measurements not
only provide quantitative input on the production mech-
anisms of loosely bound objects in heavy-ion collisions,
but may also give information on the time evolution of
the high baryon density medium formed.

In summary, precise measurements of 3
ΛH and 4

ΛH life-
times have been obtained using the data samples of
Au+Au collisions at 3.0 and 7.2 GeV. The lifetimes are
measured to be 221± 15(stat.)± 19(syst.) ps for 3

ΛH and
218 ± 6(stat.) ± 13(syst.) ps for 4

ΛH. The averaged 3
ΛH

and 4
ΛH lifetimes combining all existing measurements are

both considerably smaller than the free-Λ lifetime. The
precise 3

ΛH lifetime reported here brings closure to the 3
ΛH

lifetime puzzle on the experimental side. We also present
the first measurement of rapidity density of 3

ΛH and 4
ΛH

in 0−10% and 10–50% 3.0 GeV Au+Au collisions. Ther-
mal model with canonical ensemble for strangeness repro-
duces the mid-rapidity 3

ΛH yield, but underestimates the
4
ΛH yield. Hadronic transport models JAM and PHQMD
calculations reproduce the measured midrapidity 3

ΛH and
4
ΛH yields reasonably well. New data from the Beam En-
ergy Scan II program (3 <

√
sNN < 20 GeV) offer ex-

tensive hypernuclei measurements to provide enhanced
model discrimination power, giving insight on the pro-
duction mechanisms of light hypernuclei and the Y –N
interaction in the high-baryon-density region.
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[15] A. Pérez-Obiol, D. Gazda, E. Friedman, and A. Gal,

Phys. Lett. B 811, 135916 (2020), arXiv:2006.16718.
[16] A. Andronic, P. Braun-Munzinger, J. Stachel,

and H. Stocker, Phys. Lett. B 697, 203 (2011),
arXiv:1010.2995.

[17] R. Scheibl and U. W. Heinz, Phys. Rev. C 59, 1585
(1999), nucl-th/9809092.

[18] A. S. Botvina et al., Phys. Rev. C 84, 064904 (2011),
arXiv:1105.1341.

[19] A. Andronic, P. Braun-Munzinger, and J. Stachel, Nucl.
Phys. A 772, 167 (2006), nucl-th/0511071.

[20] C. Rappold et al., Phys. Lett. B 747, 129 (2015).
[21] J. Chen, D. Keane, Y.-G. Ma, A. Tang, and Z. Xu, Phys.

Rept. 760, 1 (2018), arXiv:1808.09619.
[22] C. A. Whitten (STAR), AIP Conf. Proc. 980, 390 (2008).
[23] W. J. Llope (for STAR), Nucl. Instrum. Meth. A 661,

S110 (2012).
[24] M. Anderson et al., Nucl. Instrum. Meth. A 499, 659

(2003), nucl-ex/0301015.
[25] M. Abdallah et al. (STAR) (2021), arXiv:2108.00924.
[26] M. Zyzak et al. (2013), The KFParticle package for the

fast particle reconstruction in ALICE and CBM. Ver-
handlungen der Deutschen Physikalischen Gesellschaft.

[27] R. Brun et al. (1987), CERN-DD-EE-84-1.



8

[28] G. Keyes et al., Nucl. Phys. B67, 269 (1973).
[29] G. Keyes et al., Phys. Rev. D1, 66 (1970).
[30] G. Bohm et al., Nucl. Phys. B16, 46 (1970), [Erratum

ibid 16 (1970) 523].
[31] G. Keyes et al., Phys. Rev. Lett. 20, 819 (1968).
[32] S. A. Avramenko et al., Nucl. Phys. A 547, 95 (1992).
[33] H. Outa et al., Nucl. Phys. A 585, 109 (1995).
[34] N. Crayton et al. (1962), pp. 460–462, Proceedings of

11th International Conference on High-energy Physics.
[35] F. Hildenbrand and H. W. Hammer, Phys. Rev. C 102,

064002 (2020), arXiv:2007.10122.
[36] M. Rayet and R. H. Dalitz, Nuovo Cim. A 46, 786 (1966).
[37] J. G. Congleton, J. Phys. G 18, 339 (1992).
[38] H. Kamada et al., Phys. Rev. C 57, 1595 (1998), nucl-

th/9709035.
[39] A. Gal and H. Garcilazo, Phys. Lett. B 791, 48 (2019),

arXiv:1811.03842.
[40] A. Gal, SQM2021 Proceedings (2021), arXiv:2108.10179.
[41] P. Zyla et al. (Particle Data Group), Prog. Theor. Exp.

Phys. 2020, 083C01 (2020).

[42] J. Cohen, Phys. Rev. C 42, 2724 (1990).
[43] H. Outa et al., Nucl. Phys. A 639, 251c (1998).
[44] J. D. Parker et al., Phys. Rev. C 76, 035501 (2007),

[Erratum-ibid. 76, 039904 (2007)].
[45] B. I. Abelev et al. (STAR), Phys. Rev. C 79, 034909

(2009), arXiv:0808.2041.
[46] V. L. Lyuboshitz and V. V. Lyuboshitz, Phys. Atom.

Nucl. 70, 1617 (2007).
[47] P. Liu, J. Chen, D. Keane, Z. Xu, and Y.-G. Ma, Chin.

Phys. C 43, 124001 (2019), arXiv:1908.03134.
[48] Y. Nara, N. Otuka, A. Ohnishi, K. Niita, and S. Chiba,

Phys. Rev. C 61, 024901 (1999).
[49] H. Liu, D. Zhang, S. He, K.-j. Sun, N. Yu, and X. Luo,

Phys. Lett. B 805, 135452 (2020), arXiv:1909.09304.
[50] A. Andronic et al., Phys. Lett. B 697, 203 (2011),

arXiv:1010.2995 (update, preliminary).
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Measurements of 3
ΛH and 4

ΛH Lifetime and Yield in Au+Au Collisions in the High
Baryon Density Region: Supplementary Material

ADDITIONAL INFORMATION ON THE 3
ΛH, 4

ΛH
LIFETIME ANALYSIS

The main text describes the lifetime analysis using the√
sNN = 3.0 GeV data set. The

√
sNN = 7.2 GeV analy-

sis is similar, despite the difference in acceptance in the
center-of-mass frame. Figure 1 shows the pT as a func-
tion of y for reconstructed 3

ΛH and 4
ΛH candidates using

the
√
sNN = 7.2 GeV data set. The mid-rapidity region

(|y| < 0.5) is not covered for this data set.
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FIG. 1: The transverse momentum (pT ) versus the rapidity
(y) for reconstructed (a)3

ΛH and (b)4
ΛH. The target is located

at the y = −2.03.

As in the
√
sNN = 3.0 GeV analysis, signal counts are

extracted as a function of L/βγ and corrected for effi-
ciency using GEANT simulations. Fig. 2 shows the cor-
rected yield normalized by the total yield as a function
of L/βγ for 3

ΛH and 4
ΛH candidates. The yields from

the
√
sNN = 3.0 GeV analysis are shown for comparison.

The normalized yields for the two data sets are consistent
with each other.
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FIG. 2: The corrected yield normalized by the total yield
versus L/βγ for (a)3

ΛH and (b)4
ΛH. The colored lines represent

separate fits to the two data sets.

The yields are fitted with exponential functions to ex-
tract the lifetime. The systematic uncertainty analysis
for the

√
sNN = 7.2 GeV data set is identical to that for

the
√
sNN = 3.0 GeV data set, as described in the main

text. A breakdown of the systematic uncertainties for√
sNN = 7.2 GeV analysis is shown in Table I.

Lifetime
Source 3

ΛH 4
ΛH

Analysis cuts 6.5% 4.4%
Input MC 3.4% 1.2%

Tracking efficiency 2.1% 1.8%
Signal extraction 3.8% 5.4%
Detector material < 1% < 1%

Total 8.5% 7.3%

TABLE I: Summary of systematic uncertainties for the life-
time measurements using

√
sNN = 7.2 GeV data.

The lifetimes 219± 20(stat.)± 19(syst.) ps for 3
ΛH and

217 ± 16(stat.) ± 16(syst.) ps for 4
ΛH are obtained from√

sNN = 7.2 GeV data, while the results using the
√
sNN

= 3.0 GeV data are 223± 23(stat.)± 18(syst.) ps for 3
ΛH

and 218 ± 7(stat.) ± 13(syst.) ps for 4
ΛH. The two re-

sults are consistent with each other. Since hypernuclei
lifetimes are intrinsic properties and independent of col-
lision systems, we can combine the results by taking a
weighted average τ̄ as follows:

τ̄ =

∑
i wiτi∑
i wi

, (1)

στ̄ ,stat =
1√∑
i wi

, (2)

στ̄ ,syst =

∑
i wiσi,syst√∑

i wi
, (3)

(4)

where τi is the lifetime measured at energy i, σi,stat
and σi,syst are the statistical and systematic uncertain-
ties of the individual measurements, and wi = 1/σ2

i,stat.
Here, we assumed systematic uncertainties are fully cor-
related between the two measurements. The weighted
averages are 221 ± 15(stat.) ± 19(syst.) ps for 3

ΛH and
218 ± 6(stat.) ± 13(syst.) ps for 4

ΛH, as reported in the
main text.

ADDITIONAL INFORMATION ON THE Λ
LIFETIME ANALYSIS

To ensure the robustness of our 3
ΛH and 4

ΛH lifetime
analysis, we carried out the same analysis for the Λ hy-
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peron using the
√
sNN = 3.0 GeV data. As in hypernu-

clei analysis, signal counts are extracted as a function of
L/βγ and corrected for efficiency using GEANT simula-
tions. The corrected yield normalized by the total yield
as a function of L/βγ is shown in Fig. 3.
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FIG. 3: The corrected yield normalized by the total yield
versus L/βγ for Λ at

√
sNN = 3 GeV.

The same systematic uncertainties sources considered
for hypernuclei analysis are considered for the Λ analysis.
A breakdown of the systematic uncertainties is shown in
Tab. II.

Lifetime
Source Λ

Analysis cuts 0.7%
Input MC 1.4%

Tracking efficiency 0.4%
Signal extraction < 0.1%
Detector material < 0.1%

Total 1.6%

TABLE II: Summary of systematic uncertainties for the Λ
lifetime measurement using

√
sNN = 3.0 GeV data.

The resulting Λ lifetime is 267± 1(stat.)± 4(syst.) ps,
consistent with the PDG value [1], 263± 2 ps.

ADDITIONAL INFORMATION ON THE 3
ΛH, 4

ΛH
dN/dy ANALYSIS

Fig. 4 shows the corrected 3
ΛH and 4

ΛH invariant yields
as a function of pT for various rapidity ranges in 0−10%
and 10 − 40% centrality Au+Au collisions at

√
sNN =

3.0 GeV. The 3
ΛH and 4

ΛH in certain rapidity intervals are
scaled by arbitrary factors for visibility. Dashed lines
represent fits to the data using the mT -exponential func-

tion, which are one of the functions used to extrapolate
to the unmeasured pT region.
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FIG. 4: (a)3
ΛH and (b)4

ΛH invariant yields as a function of pT
for various rapidity regions in 0−10% and 10−40% centrality
Au+Au collisions at

√
sNN = 3.0 GeV. Vertical lines represent

statistical uncertainties, while boxes represent systematic un-
certainties. The dashed black lines represent mT -exponential
function fits to the measured data points.

To estimate systematic uncertainties, the following
functions are considered for extrapolation:

mT − exponential :
dN

mT dmT
∝ exp(−mT/TmT

),

pT −Gaussian :
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pT dpT
∝ exp(−p2

T/T
2
pT

),

p1.5
T − exponential :

dN

pT dpT
∝ exp(−p1.5

T /T1.5
pT

),

Boltzmann :
dN

mT dmT
∝ mT exp(−mT/TB),

(5)

where TmT
, TpT , and TB are fit parameters. The mT -

exponential function is taken to be the default function,
and the systematic uncertainty is taken to be the maxi-
mum difference between the result using the default func-
tion and that using other functions.

[1] P. Zyla et al. (Particle Data Group), Prog. Theor. Exp.
Phys. 2020, 083C01 (2020).


