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Partons traversing the strongly interacting medium produced in heavy-ion collisions are expected
to lose energy depending on their color charge and mass. We measure the nuclear modification
factors for charm- and bottom-decay electrons, defined as the ratio of yields, scaled by the number
of binary nucleon-nucleon collisions, in

√
sNN = 200 GeV Au+Au collisions to p+p collisions (RAA),

or in central to peripheral Au+Au collisions (RCP). We find the bottom-decay electron RAA and
RCP to be significantly higher than that of charm-decay electrons. Model calculations including
mass-dependent parton energy loss in a strongly coupled medium are consistent with the measured
data. These observations provide clear evidence of mass ordering of charm and bottom quark energy
loss when traversing through the strongly coupled medium created in heavy-ion collisions.

Ultra-relativistic heavy-ion collision experiments at
the Relativistic Heavy-Ion Collider (RHIC) and Large
Hadron Collider (LHC) are unique in studying the prop-
erties of the strong interaction between the fundamen-
tal constituents of nature. The underlying theory de-
scribing the strong interaction is Quantum Chromody-
namics (QCD). Over the past decades, many experimen-
tal observations of the distributions of emitted particles
in relativistic collisions have provided evidence that a
novel QCD state of matter is created composed of de-
confined quarks and gluons: the Quark-Gluon Plasma
(QGP) [1, 2]. Heavy-flavor hadrons (those containing
a charm or bottom quark) in heavy-ion collisions have
emerged as essential probes of the QGP because they
have a rest mass much larger than the expected QGP
temperature. This restricts their production to the ini-
tial hard parton scatterings in the collision, and therefore
they can carry information about the entire QGP evolu-
tion [3, 4].

Heavy quark energy loss in the produced medium is
expected to proceed via (quasi-)elastic scatterings with
the medium constituents and induced gluon radiation.
Elastic scatterings are expected to be the dominant en-
ergy loss mechanism at low transverse momentum (pT),
while gluon radiation dominates at high pT [5, 6]. Par-
ton energy loss (∆E) in the QGP is expected to follow a
hierarchy ordered by parton color charge and mass, i.e.,
∆E(g) > ∆E(u, d, s) > ∆E(c) > ∆E(b) with g, u, d, s,
c, and b denoting gluons, up, down, strange, charm, and
bottom quarks, respectively [5, 6]. Useful quantities to
study parton energy loss are the nuclear modification fac-
tors, RAA and RCP. RAA is defined as the particle yields
in heavy-ion collisions divided by the respective yields in
p+p collisions, scaled by the average number of binary
nucleon-nucleon collisions (Ncoll.) in heavy-ion collisions.
RCP is defined as the ratio of the yield in head-on heavy-
ion (central) collisions to the yield in collisions with small
nuclear geometric overlap (peripheral), scaled by a fac-

tor to account for the different Ncoll. in each case. An
observation of RAA or RCP that is equal to unity would
indicate heavy-ion collisions are an incoherent superpo-
sition of individual nucleon-nucleon collisions.

It has been observed at the RHIC and LHC that the
RAA of charmed hadrons is much less than unity at high
pT [7–11], indicating that charm quarks lose significant
energy in the QGP medium. It has also been observed [7–
9, 11] that, at pT > 5 GeV/c, the measured values of
charm meson and light-flavor hadron RAA are approxi-
mately equal. The interpretation of this observation is
difficult due to the interplay of other effects not related
to medium induced energy-loss, for example differences
in the fragmentation functions and pT spectra [12]. Simi-
larly, the RAA of bottom and charm hadrons are observed
to be similar within uncertainties for pT larger than 7
GeV/c at the LHC [11, 13], where differences due to mass
effects become small. Measurements at the LHC of non-
prompt J/ψ and D0 RAA at pT < 20 GeV/c show a hint
of energy loss mass ordering when compared to measure-
ments of prompt D0 RAA [14, 15]. However, one needs
to take into account the bottom hadron decay kinemat-
ics and different heavy-flavor hadron fractions in p+p and
heavy-ion collisions to interpret the data directly. Models
including the mass dependence of parton energy loss have
predicted significantly different values of nuclear modifi-
cation factors for bottom and charm hadrons in heavy-
ion collisions in the pT ranges probed at RHIC [16–19].
Therefore, a comparison of charm and bottom hadron nu-
clear modification factors at RHIC is an excellent probe
of the expected hierarchy of parton energy loss.

In this Letter, we report the RAA of electrons from
semileptonic decays of open charm and bottom hadrons
in Au+Au collisions at

√
sNN = 200 GeV. Additionally,

we report the double-ratios of bottom- to charm-decay
electron RAA and RCP. The Au+Au measurements pre-
sented here include the measurement of the inclusive
heavy-flavor-decay electron (HFE) spectra and the frac-
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tion of bottom-decay electrons to the sum of bottom- and
charm-decay electrons fAA

b ≡ N(b → e)/N (b + c → e).
The data analyzed were recorded by the Solenoidal
Tracker At RHIC (STAR) experiment [20] in the years
2014 and 2016.

For the fAA
b measurement, minimum bias (MB) events

are selected by requiring a coincidence between the Ver-
tex Position Detectors [21] just outside the beampipe
on either end of the STAR detector. There are about
1 billion and 1.1 billion MB events in 2014 and 2016
data, respectively. An additional trigger is used to select
high–pT electrons by selecting events with a single Barrel
ElectroMagnetic Calorimeter (BEMC) [22] tower above
a transverse energy threshold ET > 3.5 GeV (denoted
high tower or HT), and this data sample corresponds
to an integrated luminosity of 0.2 and 1.0 nb−1 in 2014
and 2016 data, respectively. Tracking of charged parti-
cles within |η| < 0.7 is achieved using the Time Projec-
tion Chamber (TPC) [23] inside a 0.5 T magnetic field.
Track reconstruction and matching to the Heavy Flavor
Tracker (HFT) detector [24] is the same as in Ref. [7].
The HFT provides a good track pointing resolution that
enables the topological separation of charm- and bottom-
decay electrons. The primary vertex (PV) requirements
are the same as in Ref. [7]. Particle identification (PID)
is conducted using a combination of the TPC, Time-Of-
Flight [25], and the BEMC detectors. Additional shower
shape information is used in the HT triggered data from
the Shower Maximum Detectors (SMD) in the BEMC
towers to identify electrons. A projective likelihood mul-
tivariate analysis is used to improve the electron purity
in the MB sample (see Supplemental Material [26] for
details). We additionally reject electron candidates for
which we find an oppositely charged electron in the event
that produces a di-electron invariant mass less than 0.15
GeV/c2 to reduce backgrounds from light hadron decays
and photon conversions (denoted photonic electrons).
After electron identification requirements, the electron
purity is greater than 80% across all measured electron
pT bins. Electron candidates are defined as tracks that
pass all the above criteria.

We measure fAA
b in bins of electron pT by per-

forming a four-component-template likelihood fit to
the log10(DCA/cm) distribution of candidate electrons,
where the DCA is defined as the distance-of-closest ap-
proach of the track projected back to the PV. The hadron
templates are taken from a control pion sample. The tem-
plates for residual photonic electrons are determined by
embedding π0, η, and photon Monte Carlo particles in
real data and applying the same selection as data. The
normalization for the photonic electron template is con-
strained to values calculated using a similar procedure as
in Ref. [27], and range from 25% to 15% from low to high
pT , respectively. The charm- and bottom-decay electron
templates are constructed using the data-driven fast sim-
ulation technique described in Ref. [7]. All abundant
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FIG. 1. (a) Decay-electron log10(DCA/cm) distributions for
all simulated heavy hadrons with an electron pT > 2 GeV/c.
(b) Fit to the log10(DCA/cm) of candidate electrons with pT
between 3.5 and 4.5 GeV/c in 2014 data. The solid blue line
shows the full template fit, and the various other lines show
the individual components. (c) Residual distribution of the
template fit scaled by the statistical uncertainties.

ground states are included in the simulation. The initial
charm hadron pT spectra are taken from the measuredD0

spectra in Ref. [7], and the relative hadron fractions are
from available data [28, 29] or PYTHIA [30]. The bottom
hadron spectra are taken from Fixed Order plus Next-
to-Leading Logarithms (FONLL) calculations [31, 32],
and we assume equal proportions of B0 and B+. The
relative B0

s and Λ0
b fractions are taken from Ref. [33].

We include the contributions from b → c → e decays
in the bottom-decay electron templates. The decay-
electron log10(DCA/cm) distributions for all simulated
heavy hadrons with an electron pT > 2 GeV/c are shown
in Fig. 1(a). Due to the long and nearly identical bot-
tom hadron lifetimes, we are not systematically sensitive
to the bottom relative fractions. Potential backgrounds
from Drell-Yan and prompt quarkonia are absorbed in
the hadron template, as they produce electrons that point
to the PV. Electrons from Ke3 decays have DCA values
outside the fit range considered. An example fit to 2014
data using the described templates is shown in Fig. 1(b),
and the residual distribution scaled by the statistical un-
certainties in Fig. 1(c).

The invariant yield of inclusive HFE is measured using
the same method as in Ref. [27] and utilizes the HT trig-
gered data from the 2014 RHIC Run. One notable differ-
ence to Ref. [27] is that the SMD was used to increase the
hadron rejection. Compared to the fAA

b analysis, the no-



5

)c (GeV/
T

p

2 4 6 8

)e
→

b+
c

)/
N

(
e

→b
N

(

0

0.2

0.4

0.6

0.8

1

0-80%

=200 GeVs p+p

FONLL

(a)(a)  = 200 GeVNNs Au+Au STAR

)c (GeV/
T

p
2 4 6 8

)e
→

b+
c

)/
N

(
e

→b
N

(

0

0.2

0.4

0.6

0.8

1

0-20%

20-40%

40-80%

(b)  = 200 GeVNNs Au+Au STAR

FIG. 2. The measured bottom electron fraction, fAA
b , in bins

of electron pT in Au+Au collisions at
√
sNN = 200 GeV. (a)

shows the full centrality region, and also the measurement of
fpp
b in p+p collisions at

√
s = 200 GeV [34]. (b) shows fAA

b

in three different centrality regions. The error bars show sta-
tistical uncertainties, and the brackets show systematic. The
dashed line shows the central value of the FONLL predic-
tion [31, 32]. Data points are plotted along the x-axis at their
respective bin centers, except 0-20% and 40-80% data, which
are offset by 75 MeV/c for clarity.

table differences are: 1) the PV is required to be within
30 cm of the center of the STAR detector; and 2) HFT
hits are not included in track reconstruction. The inclu-
sive electron yield is first corrected for the mis-identified
hadron contamination, which is a 4% subtraction at low
pT and 19% at high pT. The photonic electron back-
ground is then subtracted using a data-driven method
where low-mass photonic electron pairs are reconstructed
in data and efficiency-corrected to estimate the photonic
electron yield. The background-subtracted electron sam-
ple is then corrected for the tracking, PID, and trigger ef-
ficiencies which are calculated using the embedding tech-
nique. Combined, the total efficiency is 5% at low pT and
20% at high pT. We finally subtract the electron contri-
butions from quarkonia, vector mesons, and Drell-Yan
(see the Supplemental Material [26]). Combined these
amount to a ∼20% reduction to the electron yield in
the measured pT region. The obtained invariant yield
of inclusive HFE can be found in the Supplemental Ma-
terial [26].

The systematic uncertainties on the inclusive HFE pro-
duction measurement, which in general increase with in-
creasing pT, consist of: 1) the purity uncertainty (2-24%);
2) the photonic electron background uncertainty(16-

28%); 3) the reconstruction and PID efficiency uncer-
tainty (3-19%); 4) the trigger efficiency (1-18%); 5) the
uncertainty from the quarkonia, vector meson, and Drell-
Yan subtraction (1-3%); 6) the relative uncertainty on
the Ncoll. scaling values is 8%. We provide details in the
Supplemental Material [26].

The systematic uncertainties on the measured fAA
b

fractions are: 1) the uncertainty on the simulated pho-
tonic electron cocktail fractions is estimated by varying
the relative proportions of photonic conversion electrons
and light meson-decay electrons by ∼50%, and ranges
from 8% at low pT to less than 1% above 3.5 GeV/c; 2)
the uncertainty on the residual photonic electron tem-
plate normalization is estimated by allowing the fit frac-
tion to float by an absolute 5%, and is about 3%; 3)
the initial charm hadron pT spectra uncertainty from the
measured D0 spectra is about 3%; 4) the D+/D0 frac-
tion is varied 16%, and is roughly 1–3%; 5) the Λ+

c /D0

fraction is varied using the different models shown in
Ref. [29], and is less than 1%; 6) the uncertainty on the
electron identification is estimated by tightening the se-
lection, and is 2–3% ; 7) the prior bottom hadron pT spec-
tra uncertainty is estimated by applying both b→ e and
c → e pT suppression calculated in the Duke model [17]
described below, and is found to produce a maximum rel-
ative deviation of 2.5% that is assigned across all electron
pT bins.

The measured values for fAA
b in combined 2014 and

2016 data are shown in Fig. 2(a) for MB collisions, and
are compared to p+p data [34] and FONLL predictions.
The fAA

b fractions are also measured in the 0–20%, 20–
40%, and 40–80% centrality regions, where the centrali-
ties are defined using the charged particle multiplicity at
midrapidity [35], and are related to the impact parameter
of the colliding nuclei. 0–20% denotes nuclear collisions
with the greatest spacial overlap, while 40–80% denotes
peripherally colliding nuclei. These data are shown in
Fig. 2(b). A clear centrality dependence is observed, with
significantly enhanced b→ e fractions in MB and 0–20%
Au+Au collisions compared to p+p data and FONLL
predictions. The 40–80% data are in good agreement
with the p+p data.

The inclusive heavy-flavor electron RAA is measured
using p+p data from Ref. [27] as a baseline, and is shown
in Fig. 3(a). We compare to the PHENIX measure-
ment [36] and find the measurements are compatible. We
decompose the charm- and bottom-decay RAA using the
measured fractions of fb in Au+Au collisions and p+p
collisions from Ref. [34]: Rb→e

AA = fAA
b /fppb × Rincl.

AA and
Rc→e

AA = (1− fAA
b )/(1− fppb )×Rincl.

AA . For the pT bin 2.5
to 3.5 GeV/c, we use the PHENIX inclusive heavy-flavor
electron measurement. The charm- and bottom-decay
electron RAA values and ratios are shown in Figs. 3(b)
and (c), respectively. Note that the ratio measurement
does not depend on any absolute RAA. The data show
that bottom-decay electron RAA compared to charm-
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FIG. 3. (a) The measured inclusive heavy-flavor electron RAA

(green squares) and the measurement from PHENIX (open
circles) [36] in bins of electron pT. (b) The measured RAA for
bottom- (blue stars) and charm-decay (red diamonds) elec-
trons in bins of electron pT. The open markers indicate
values calculated using the PHENIX RAA in (a). (c) The
RarxivsupplemeAA ratio of bottom- to charm-decay electrons in
bins of electron pT. In all panels the error bars show statistical
uncertainties, and the brackets show systematic. The shaded
boxes on the data in (b) show the correlated uncertainty due
to the inclusive electron measurement. An 8% global p+p
luminosity uncertainty is not included in all absolute STAR
data. There are additional 8% and 8.1% uncertainties from
the Ncoll. calculations for the absolute STAR and PHENIX
data, respectively. The Duke [17] and PHSD [37, 38] mod-
els are shown as the various lines in (b) and (c). The null
hypothesis calculation is shown in the bottom panel as the
gray band. Data points are plotted along the x-axis at their
respective bin centers, except the charm-decay electron data
in (b), which are offset by 50 MeV/c for clarity.

decay electrons are systematically larger, with a central
value about 80% larger.

The measured ratios of bottom- and charm-decay elec-
tron RCP are shown in Fig. 4 for RCP(0−20%/40−80%)
and RCP(0 − 20%/20 − 40%). These data show a more
significant deviation from unity because the systematic
uncertainties largely cancel in the ratio.

Other mechanisms besides energy loss can lead to the
experimental observation of different charm- and bottom-
decay electron RAA and RCP. A significantly different
average parent hadron pT probed within a fixed electron
pT bin would produce different suppression values with
no mass-dependent energy loss. In simulation we find
the average hadron pT is only 12% higher for bottom-
decay electrons compared to charm-decay electrons in the
measured pT range. Additional effects are due to differ-

ent ground state hadron fractions in each collision envi-
ronment and different charm and bottom quark spectra.
We assess these effects assuming the same RAA or RCP

Duke model curves from the STAR D0 spectra measure-
ment [7] in simulation for charm and bottom hadrons,
and propagate to the final state electrons. Initial hadron
spectra are taken from [31, 32], with the Λc/b compo-
nents weighted to match the data in Ref. [33, 39]. In
Figs. 3 and 4 these calculations are shown as the shaded
bands labeled “Null Hyp.”. We performed systematic
variations by changing the D(B)s and Λc(b) fractions by
50% in both p+p and Au+Au, and the central RAA and
RCP values by a relative 25% in each case. The most sig-
nificant variation comes from the charm baryon fractions
in p+p and Au+Au.

We perform a null hypothesis t-test, including data and
null hypothesis model uncertainties, with the RAA dou-
ble ratios in the pT range of 2.5 to 4.5 GeV/c, and find a
p-value of p = 0.15. The t-test with the RCP(0-20%/40-
80%) double ratios in the pT range of 2.0 to 4.5 GeV/c
yield p = 0.000013, corresponding to a null hypothesis
rejection at 4.2 standard deviations. The RCP(0-20%/20-
40%) double ratio yields a rejection at 3.3 standard devia-
tions. In all t-tests, bin-by-bin correlations of systematic
uncertainties in data are included.

We compare our data of charm- and bottom-decay nu-
clear modification factors to theoretical models describ-
ing the heavy-quark dynamics in the de-confined medium
in Figs. 3 and 4. The curves denoted “PHSD” show
the Parton-Hadron-String-Dynamics model [37, 38] and
the “Duke” curves show a modified Langevin transport
model [17]. Both models include mass-dependent energy
loss mechanisms and the effects described in the null hy-
pothesis calculation above. We find that both models can
reproduce the bottom- and charm-decay electron RAA

and double ratios of RCP.

To summarize, we have measured RAA of inclusive
heavy-flavor electrons, and separately for bottom- and
charm-decay electrons in the pT range of 2 to 8.5 GeV/c
in
√
sNN = 200 GeV Au+Au collisions. In addition, we

have measured the double ratios of bottom- and charm-
decay electron RAA and RCP. We find the measured
values of bottom-decay nuclear modification factors are
systematically larger than those of charm-decay electrons
after accounting for effects not related to parton energy
loss. The significance of this observation, in the pT range
of 2 to 4.5 GeV/c, is 4.2 and 3.3 standard deviations
for the double ratios of RCP(0 − 20%/40 − 80%) and
RCP(0− 20%/20− 40%), respectively. Compared to the
data, the Duke and PHSD models are compatible within
experimental uncertainties. These observations repre-
sent the first significant comparison of bottom and charm
hadron energy loss in heavy-ion collisions at RHIC, and
provide a clear evidence of mass ordering of charm and
bottom quark energy loss when traversing through the
strongly coupled medium created in heavy-ion collisions.
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tios of RCP(0 − 20%/40 − 80%), and the blue circles show
the ratios of RCP(0−20%/20−40%). The error bars and the
brackets show statistical and systematic uncertainties, respec-
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RCP(0− 20%/20− 40%) is shifted by 75 MeV/c for clarity.
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Evidence of Mass Ordering of Charm and Bottom Quark Energy Loss in Au+Au
Collisions at RHIC: Supplemental Material

(Dated: November 30, 2021)

In the measurement of fAAb , a projective likelihood multivariate analysis (MVA) classifier, analogous to the TMVA
method [1], is used to further separate electrons from hadrons in the minimum bias (MB) data sample using probability
distribution functions (PDF) of electrons and hadrons in each PID sub-detector. Control samples of electrons and pions
are used to determine the PDFs, and are constructed from photonic electrons and Ks → π+π− decays, respectively,
using a tag-and-probe method. The likelihood is calculated as

L =

∏
i p
e
i∏

i p
e
i +

∏
i p
π
i

, (1)

where p
e/π
i are the particle probabilities, and i runs over all PID quantities. Equation 1 is further transformed

as L → −1/15 · ln(L−1 − 1) to have better discrimination between the signal and background peaks [1]. The
variables used in the likelihood classifier are as follows: 1) the track nσe measured in the TPC, which is defined as
ln[(dE/dx)m/(dE/dx)th]/σ with (dE/dx)m and (dE/dx)th being the measured and expected dE/dx for electrons,
respectively, and σ being the experimental resolution; 2) the ratio of the track momentum to the energy measured
in the largest matched BEMC tower energy; 3) the ∆1/β=1/βmeasured − 1/βe, where 1/βe is the expected value for
electrons and βmeasured is that measured by the time-of-flight detector; and 4) the residuals in the φ and z dimensions
of the track projected onto the BEMC cluster center.

The likelihood distribution for electrons and pions with no PID selections are shown in Fig. 1 for 2014 data; similar
distributions are observed for 2016 data. An optimization method is performed maximizing the electron purity and
corresponds to likelihood selections greater than 0.45 and 0.39 for 2014 and 2016 data, respectively. The hadron
fractions before and after the likelihood selection are shown in Fig. 2 for 2014 and 2016 data. It is observed that the
likelihood selection has a clear improvement over the standard rectangular selections. There are significant differences
between the hadron fractions in 2014 and 2016 data. These are due to the STAR trigger configurations. In 2016,
the high-tower triggers were utilized for the majority of data taking and had significant overlap with the minimum
bias triggers. Since the high-towers were designed to trigger on electrons in the pT range used for this measurement,
and additional particle identification from the shower maximum detectors can then be utilized, most electrons in
minimum bias events are re-classified into the high-tower definition of events. In contrast, for 2014 data this was not
the case, and the high-tower trigger sample represents a small fraction of the total data set. The efficiencies for the
likelihood selections after standard PID selections, determined in the electron control sample, are shown in Fig. 3 for
2014 and 2016 data, and are greater than 87% in the pT range used in this measurement. Therefore, the additional
likelihood selection significantly reduces the hadron background without compromising the statistical precision of the
signal electron sample.
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FIG. 1. Likelihood distribution for electrons (black circles) and pions (open blue squares) in 2014 data determined from the
data-driven samples described in the text.
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FIG. 2. Hadron contamination for rectangular particle identification (black circles) and with the additional likelihood selection
(solid blue squares) in minimum bias data for 2014 (a) and 2016 (b) data respectively.
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We subtract the electron contributions from quarkonia, vector mesons, and Drell-Yan in the inclusive HFE measure-
ment. The prompt J/ψ decay background is subtracted using data [2], Fixed Order plus Next-to-Leading Logarithms
with Color Evaporation Model calculations [3, 4] and EvtGen [5]. Drell-Yan and Upsilon contributions are subtracted
using Ncoll-scaled PYTHIA and EvtGen, respectively, with the former taking no account of the nuclear and shadowing
effects and the latter also incorporating the suppression model from [6]. The light-meson decays are estimated using
mT -scaling of the π0 data [7–9], and PYTHIA and EvtGen. The weak kaon decays (Ke3) also have a contribution
to HFE yield, however, STAR simulation studies find that the Ke3 contribution is less than 2% at pT > 3 GeV/c
in Au+Au collisions at

√
sNN = 200 GeV [10] and thus can be neglected. The obtained invariant yields of these

contributions in 0-80% centrality of Au+Au collisions are shown in Fig. 4.
The systematic uncertainties on the inclusive heavy-flavor electron production measurement, which in general

increase with increasing pT, are evaluated in a similar procedure as in Ref. [11] and are: 1) the purity uncertainty is
estimated based on the uncertainty of the pure electron dE/dx distribution, and is 2-24%; 2) the photonic electron
background uncertainty, due to the di-electron efficiency ratio extracted from the embedding samples, is 16-28%; 3)
the reconstruction and PID efficiency uncertainty is evaluated by varying the respective selection criteria and is 3-19%;
4) the trigger efficiency uncertainty is evaluated in simulation and is 1-18%; 5) the uncertainty from the quarkonia,
vector meson, and Drell-Yan subtraction is due to the uncertainties on the measured spectra and model calculations,
and is 1-3%; 6) the relative uncertainty on the Ncoll. scaling values is 8%.

The invariant yield of inclusive HFE in 0-80% centrality of Au+Au collisions is shown in Fig. 5.
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FIG. 4. Invariant yield of the electrons from decays of prompt J/ψ (dot-dashed line), Υ (dotted line), Drell-Yan (long dashdotted
line) and light vector mesons (long dashed line) in minimum bias collisions of

√
sNN = 200 GeV Au+Au data. The bands

represent systematic uncertainties.

FIG. 5. The HFE invariant yield as a function of pT in minimum bias collisions of
√
sNN = 200 GeV Au+Au data. The error

bars and the boxes represent statistical and systematic uncertainties, respectively.
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