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Abstrad

Bank internal ratings of corporate dients are intended to quantify the expeded likelihood of future borrower
defaults. This paper develops a comprehensive framework for evaluating the quality of standard rating systems.
We suggest a number of principles that ought to be met by “goaod rating practice”. These “generally accepted
rating principles* are potentially relevant for the improvement of existing rating systems. They are aso
relevant for the development of certification standards for internal rating systems, as currently discussed in a
consultative paper isaued by the Bank for International Settlementsin Badle, entitled “A new capital adequacy
framework”. We would very much appredate any comments by readers that help to develop these rating
standards further.

" In developing the abowe rating principles we were able to draw on inspiration and dscusson from many
sources. Firgt, the CFS-based joint research projed on Bank Risk Management gave us basic insights into the
rating practice of the leading German banks, with emphasis on methodology and statistical testing. Projed
partners were the Chief Credit Officas, as well as their staff, of Deutsche Bank, Dresdner Bank AG,
Commerzbank AG, HypoVereinsbank, DG Bank, and West LB. Our academic projed partners, notably Bernd
Rudolph, have also provided many helpful comments and suggestions. Seand, we profited immensdy from
comments receved at the CFSroundtable on Generally Accepted Rating Principles, November 11, 1999at the
Center for Financial Studiesin Frankfurt. The participants who contributed to this roundtable were expert from
the abowe li sted major German banks - our projed partners — and from the DSGV (Deutscher Sparkassen- und
GiroVerband), SGZz-Bank, Fitch IBCA Ltd,, RS Rating Services AG, Rating Cet eV., URA
(Unternemensrating Agentur), Bundesaufsichtsamt fur das Kreditwesen, as well as the Bundesbank. We are
grateful for helpful comments from Ed Altman, Mark Carey, Tony Saunders and conference participants at
NYU's Stern Schod of Business and the University of Frankfurt's CFS The Generally Accepted Rating
Principles, as outlined in this paper, have benefitted from these discussons. It goes without saying that their
contents must not be interpreted as a consensus view. Rather, these GARPs 2lely refled the authors' view after
thorough considerationof the cmments and, on several occasions, diverging viewpoints expressed by roundtale
participants.
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1 Objectives of the paper

The rating of borrowers is a widespread pradice in capital markets. It is meant to summarize
the quality of a debtor and, in particular, to inform the market about repayment prospeds.
Apart from so-cdled external ratings by agencies, there ae dso interna ratings by banks and
other financial intermediaries providing debt finance to corporates. While external ratings by
agencies are available since many yeas, in fad since 1910 for Moody’s, the oldest agency,
internal ratings by commercial banks are amore receit development. Their history in most
cases does not exceal 5-10 yeas.

This paper is a first attempt to answer a smple question: What are aiteria for good rating
pradice? We will propose a onsistent set of rules that an appropriate rating system should
med. These rating standards, presented below, are not only a mlledion of “best pradice'-
rules. Insteal, the standards will also be motivated from a dedsion-theoretic and a statisticd
perspedive, and by examining internal ratings g/stems currently used in Germany. We have
derived insights on properties of adual rating systems from the investigation of two spedal
data sets that contain detailed information on corporate ratings, see Elsas et.al. (1998,
ElsagKrahrnen (1998 and Madauer/Weber (1998 for the first data set,
Weber/Krahnen/Vossmann (1998 and Brunner/Krahnen/Weber (2000 for the second. By
itself, these standards will provide aguideline for the development of new rating systems, and
they will help to improve eisting systems. Furthermore, they will help to evaluate established
systems, as it is drealy pradiced by auditing firms, rating agencies and, occasionally, by
supervisory authorities.

It is common among praditioners to distinguish between borrower rating and fadlity rating.
The former relates to the borrower as a legal entity, while the latter relates to a spedfic loan-
cum-collateral. In this paper we mncentrate on borrower ratings alone. The empiricd basis for
our analyses and suggestions is derived from internal rating systems common among major
German universal banks. Internal rating systems are therefore the primary fields of application
for our principles; at this dage we leave open the question of their applicability to external
ratings.

On a broader level, the paper aso wants to contribute to the eonomics of ratings. In
particular, we will discuss the aility of ratings to establish credibility vis-avis external
observers as, for instance supervisory authorities, and market participants. Of course,
credibility of rating information is closely related to acceptable rating requirements. A
consultative paper by the Bank for International Settlements in Bade (1999 has put the
discusgon about the proper role of ratings, notably internal ratings, in the forefront of financial
policy debate. Under the title “A New Capital Adequacy Framework”, the Bade cmmisson
issued a report on how to modify the airrent international standards on cagpital adequacy of
financial institutions. The aurrent standards, dating badk to 1988 require banks to put a 8%
equity position againgt its risky asts, in particular its corporate loans. No consistent
distinction is made between high risk and low risk assts.



In the proposed new equity standards, the caital to be held against assts sould match
implied default risk. A variety of ways how to acaount for differences of default risk in the loan
book can be thought of. Information provided by rating agencies is one way how to ded with
different risk caegories in a bank’s loan book, ratings by lending institution’s own internal
models is another one. This paper attempts to propose aset of rules ound rating pradice
should resped. In doing so, we mainly rely on our experiences with internal rating systems in
Germany.

Its remaining perts are organized as follows. Sedion 2 outlines the e@nomic badground for
an understanding of rating methodologies. Sedion 3 contains our main contribution. It
presents and dscusses a list of 14 rating principles that, in our opinion, every rating system
should fulfill. Sedion 4 discusses further implications for the aedibility of ratings, and points at
anumber of open reseach questions.

2 Economic background

2.1 Why ratings matter

Rating caegories, typicdly letter labeled (AAA or Aaafor prime quality), or simply numbered
(1 to 10, say), are ashorthand to quantify credit risk. On the basis of historicd data, ratings
can be related to the relative frequency of defaults (default-mode paradigm), or they bemme
the basis for the valuation of an asst (mark-to-model paradigm). The most prominent
applicaion relates to corporate asset-liability management, where RAROC- (risk-adjusted
return on capital) numbers are used to benchmark divisional performance Ratings allow to
measure aedit risk, and to manage ansistently a bank’s credit portfolio, i.e. to alter the banks
exposure with resped to type of risk. In particular, ratings are useful for the pricing of a bond
or a loan, refleding an intended positive relation between expeded credit risk and nominal
return.

For all these reasons, the quality of afinancial ingtitution’s rating system has attraded attention
from many parties. Auditing firms discussthe risk reporting systems of a @rporation in the
annual report, rating agencies evaluate the risk assessment system of a borrower who wants to
issle as%t badked seaurities, and supervisory authorities are expeded to start soon to certify
institutional rating systems and credit risk models.

A final remark is in order about the differences between two types of ratings. internal and
external. External ratings are generated by rating agencies. These ayencies gedalize in the
production of rating information about corporate or sovereign borrowers, they do not engage
in the underwriting of these risks. The rating information is made public, while the rating
process itself remains non-disclosed. Internal ratings, in contrast, are produced by financial
intermediaries (notably banks) to evaluate the risks they take into their own books. The rating
information is en as a source of competitive alvantage, because it is believed to contain
proprietary information, and is therefore not made public. Even the firm being rated is typicdly
not informed about its current internal rating.

While there is a growing empiricd literature on the validity and the reliability of external
ratings (seenotably Ederington/Y awitz/Roberts (1987, and Blume/Lim/Madinlay 1998, and
on the informational content of external rating changes (see Hand/Holthausen/L eftwich 1992



and Liu/Seyyed/Smith 1999, there is gill very little published work on the methodology and
the ampirics of interna ratings. A notable exception that relies on data from the US is
Treag/Carey (1998 and Carey (1998. We will base our subsequent discusson on our
experiences and insights derived primarily from internal ratings of major German banks.

2.2 Ratingsand default risk

We define arating of a crporate & the mapping of the POD, the expeded probability of
default, into a discrete number of quality classes, or rating caegories'. The POD is a
continuous variable, bounded by zero from below and by one from above.

POD: Companies — [0, 1] D

An POD is the expeded relative frequency of a aedit event, where the latter is defined as a
non-payment of principal or interest due (over a period of at lesst 30 dhys, say). The POD is
one component of alenders expeded loss asin (2).

E(L) = POD! E(LGD) (2)

Here, E(L) is expected loss, and E(LGD) is the expected loss given default. The expectations
are taken over acommon time interval, usually one year in the future. Expected loss is thus the
average amount a lender is expecting to loose over the next twelve months.

1 This definition is less innocent as it may first appear. In particular, if rating captures POD (expeded

probability of default), but not LGD (loss given default), then in general there will be no dired relation
between rating and credit spread. To seethis, consider the following simple example of two firms A and B
with an identical POD: Asaume firm A to have a low LGD, while B's LGD is high. In equili brium, the
observable spreads for A loans and B loans have to be set such that the aeditor bresks even in expeaed
values. Therefore, the B-spreads have to be larger than the A-spreads. Note the tradeoff: Either we define
ratings to measure expeded default probability, or we let ratings proxy for expeded loss While the former
definition isin line with the interpretation given by credit officers, and by the agencies as implicit in their
historical default rates tables (see Moody's 199%, Standard & Poor’s 1998, it does not alow to relate
statigticall y ratings to spreads.



Figure 1. Graphical representation of expected loss cal culation assuming independence between default
probability and severity.

Figure 1 exemplifies the cdculation of expeded losson the assumption that default probabili ty
is .05, and reaveries vary discretely between 80% and 20%, with equal probability. All values
are expressed as percentages of the loan outstanding at the time of defaullt.

Expresgon (2) and Figure 1 esentially assume that the incidence of default and the severity of
a given default are independently distributed random variables. Thus, losses will typicdly vary
between zero and one hundred percent (in our example: between 20% and 100%). A more
general expresson allows for a non-zero covariance between POD and LGD:

E(L) = E(POD [ LGD) €)

The distribution of losses around their expeded value is an important measure of overall
(ingtitutional) value & risk. The unexpeded risk is the number of standard deviations a given
guantile (99%) lies away from its expeded value. Unexpeded losses are addressed by recenit
value-at-risk tools’.

Though in theory, PODs are mapped in rating classs, in pradice it is the other way round.
Rating classes are mapped into PODs on the basis of historicd data. The established agencies,
notably S&P and Moody's, use historicd default rates to cdibrate their model. The default rate
is the percentage of all bond issues outstanding at t that will have a cedit event between t and
t+1, e.g., a 12 months period. Conceptually, there is no smple dired relation (linea or log-
linea, say) between ordina rating notches and cardinal PODs. Empiricd studies using studies
of S&P and Moody’s have found a exponentia relation between POD and rating notch.

In this paper we focus exclusively on PODs as the objedive of rating systems. The typicd
client we have in mind is a crporate antity, a firm, not an individual borrower, nor a financial
instrument, like an asst badked transadion®. A distinct set of principles may has to be
developed in order to ded with LGD, which is beyond the scope of this paper. In
differentiating between POD and LGD, and in clarifying the objedive of rating systems, we ae
in line with the ideas expressed in the BIS consultative paper (Bank for International
Settlements 1999 Annex 2)

2.3 Rating models

There ae avariety of procedures to arrive & a rating, i.e. a discretized POD-measure. The
typicd procedure used today is the scoring method. It relies on a well-defined set of criteria,
eat of which is sored separately. The individual scores relating to the set of criteria ae
weighted and then added up, yielding the overal score. This <core is trandated in one of the
rating classes, defined as an interval on the red line that extends from minimum overall score
to its maximum.

A well known example is the zscore proposed by Edward Altman in 1977 (see
Altman/Saunders 1997 for a survey and further references). This author has suggested to

2 SeeSaunders 1999, Wahrenburg 1999

® Though our principles might apply to individuals and financial instruments as well, we will confine our
discusgon in this paper exclusively to corporate loans.



regresshistoricd default experience on a set of acounting variables (mostly balance shed and
P&L) in order to determine an optimal separating function between issuers that defaulted later
on and those that survived. The weights of the estimated function are then used to predict
default probability for an individual firm, cadled the zscore. This z-score may again be
trandated into arating class(see Caouette/ Altman/Narayanan 1998 chapter 10).

A different approadh to rating is exemplified by KMV’s public firm model. Building on option
pricing theory KMV, a data vendor, derives default estimates from expeded movements of
stock prices over a spedfied period of time, typicdly one yea. In contrast to the scoring
approadh, there is no need here to colled a variety of firm-related, fundamental information,
nor is there ay weighting function needed. It only requires a time series of observable stock
market prices and an estimate of firm indebtedness

We will next turn to internal rating systems, as exemplified by the systems in place & major
German hbanks. A recet study contains a more detailed description of their individual rating
models, and presents an empiricd analyss of the determinants of ratings. (see
Brunner/Krahnen/Weber 2000. All ingtitutions included in the study apply the scoring
methodology, as defined in (4). It spedfies a number of distinct criteriaa; , an equal number of
value functions v;, and an aggregation rule, typicdly linea, with weights k.

v(a)= zikivi (a) (4)

Differences aaossingitutions refer to the list of criteria, particularly the importance given to
so-cdled soft fadors, or qualitative aiteria. This includes the assessment of management
quality, or a general forecat of the prospeds of the firm in its market. Table 1 gves a
summary assessment of these aiteria. It can be seen that the banks typicdly draw on alist of
criteria comparable to the one utilized by S& P, or Moody’s.



» Competiti ve situation

» Management

competiti ve position
» Diverdgfication
» Turnover, costs, returns
» Salesand puchases

Legal structure and legal risk:
» Consolidation of related firms

S&P Moody’'s Typical bank in our sample
Financial risk: Financial risk: Economic situation:
» Balanceshed and P&L » Cash-flow » Earnings (Cash-flow, return,...)
» Financia policy » Liquidity » Financia situation (Capital
>  Return > Debt structure structure, liquidity,...)
» Capital structure » Equity and reserves
» Cash-flow
» Financia flexibility
Businessrisk: Competition and businessrisk: Business situation:
» Industry code » Relative market share, »  Industry asessnent

USPand competition
Product mix

Spedal risks
Forecasts. earnings and
liquidity

» Legal structure

>
>
>
>

Quiality of management:

» Planning and controlling
» Manageria track record

» Organizational structure
» Entrepreneurial successon

(Quality of) management:
» Experience
» Successon

» Quality of acoounting and
contralling

Customer relationship, account
management

Table 1. Rating criteria of agencies and banks.
Sources: Moady's 199%, Standard & Poor’s 1999 Brunner/Krahnen/Weber 200Q seealso IMF 1999

annex V.

Table 1 suggests that internal and externa rating systems are relying on a similar set of
explanatory variables. With resped to the number of rating classes, Standard & Poor’s and
Moody's ead have 22 rating notches (excluding the watchlist), whereas internal rating systems
of commercial banks typicdly have less e.g. 6-10 rating classes.

Though we have no information about the aggregation process by which agencies derive their
final ratings from the underlying criteria, we proceal under the assumption that general
acceted rating requirements may apply to external agencies and internal models alike.

3 Rating requirements. What should a good rating system be like?

In the following, we will derive properties good rating systems should obey. These properties
can be afoundation for what we propose to be “generally accepted rating principles’. We will
cdl these principles occasionally “requirements’. Altogether, we @me up with 14
requirements, some of which are formally derived, some of which are ampiricdly founded,



some of which are inspired by the recet publicaion of the Bade Committee on Banking
Supervision, and some of which we learnt from talking to high level praditioners.

3.1 A rating system isa mapping
Rating systems are what is mathematicdly cdled a function:
R: {companies}; - {Rating-values},

meaning that the rating system R is a function which asdgns ead element of the set of
companies to a rating value. These rating values, or short ratings, can be cdegories, i.e. {A,
B+, B, B-, ..}, or values of an interval [Imin , M'max-]. R(cOmpany X) = .67 means that the rating
system R assgns the rating value of .67 to company X. We will assume that rating categories
and values can be ranked, i.e. A [0 B means, that rating category A is better, in the sense of a
lower default probability, than rating category B. The symbol ,~* means that both ratings are
identicd.

This smple mathematica definition of rating systems as functions allows us to define the first
requirements without spedfying at this point, what rating redly means.

Requirement 1 (Comprehensivenes: A bank’s rating system should be ale to rate dl
past, current and future dients.

This requirement defines the potential set of companies to be rated. A bank’s rating system
should be ale to cope with all clients possble. Of course, this requirement is quite general,
and hard to med. There may be future dients, and risk criteria, a given bank may not even
imagine. There may be past clients who do not exist any more. However, a bank should make
any effort possble to ensure that its rating system is flexible ewough to cope with all
foreseednle types of risk. It should not happen, e.g., that foreign companies can not be rated or
that the rating system is not able to handle cetain industries.

Requirement 2 (Completenesy: A bank should rate d current clients and kegp on
rating its past clients.

The requirement states that a bank should rate dl its current clients. This is rather trivial and
will in most cases be aurrent management pradice In addition we require that a bank should
keep on rating its past clients. This might not be eay and in certain cases it might not even be
possble. Accounting data & well as quditative data from talking to the mmpanies
management might not be available for past clients. Nevertheless we think that a bank should
put effort in maintaining its rating data base. It is of central importance for any type of badk-
testing and further development of the bank’s rating that the bank has an ongoing set of rating
data. If the bank stops rating clients which, e.qg., defaulted, the set of companies which are in
the rating database can ke biased. Such a bank would know nothing about the probabili ties of
events that happen after a default: how likely is the success of restructuring, etc. The
survivorship bias (to consider “surviving companies’ only) is well known from empiricd work
in capital markets.

Requirement 3 (Complexity): A bank should have & many different rating systems as
necesssary and as few as possble. The reasons for choosing the number of rating
systems should be made transparent.



We have to ask, if there should be one function R or if we dlow for different functions. From a
mathematicd perspedive it does not matter. We can make one function R so complex that it
can be gplied to all companies or we can “split” this function up into different functions. In
pradice, however, there ae different aspeds to be cnsidered. One function would be arating
system which could be gplied to foreign red estate companies as well as to medium sized
companies in Southern Germany. The complexity of such a system, however, would make it
difficult to use in an organization. Quite anumber of aspeds are important in evaluating red
estate companies which are of no interest if a manufadurer is considered. On the other hand,
one should not divide the set of companies into too many subsets, i.e. construct too many
different rating systems. Certain companies might fall into more than one system, too many
rating systems might ask too much from the aedit officers, and the rating systems might be
difficult to badktest due to relatively small data-poals. It is for this reason that we recommend
to balance both aspeds. In addition, we suggest the reason for choosing a cetain number of
rating systems to be made transparent.

3.2 Rating systems map probabilities of default

In sedion 2 we have agued that the probability of default is the centra variable to be
considered when a bank wants to judge the risk of a single loan. In this ®dion, we will define
requirementsthat link rating systems to probabili ties of default (POD).

Requirement 4 (POD-definition): Probabili ties of default have to be well defined.

This requirement states that a bank has to have aproper definition what its PODs mean. The
bank has to define what it considers to be adefault event. We found that financial institutions
rely on a variety of definitions of a default event, e.g. loan loss provision, or failure to pay
interest, or principal, over a spedfied time span. Note that without a harmonization of default
definitions, it will prove difficult to pool POD-data acossbanks. We therefore suggest that the
industry works towards a cmmon definition of POD, which is both transparent and
ressonable. In addition, financial institutions have to state the time horizon within which a
default is considered. Some banks just consider one time horizon (mostly one yea), some
other consider multiple time horizons which lead to different sets of PODs. Still other
ingtitutions, notably ratings agencies, estimate PODs by averaging over a complete business
cycle’. The ultimate goal should be aterm structure of ratings or, for that matters, PODs that
cgpture default risk beyond the one yea horizon. For example, a company might have asmall
POD over the next two yeas, and alarge POD for yea three(when a patent will have expired).

Requirement 5 (Monotonicity):

i) POD(company X) = POD(company Y) => R(company X) ~ R(company Y),
i) POD(company X) < POD(company Y) => R(company X) O R(company Y),
i) R(company X) O R(company Y) => POD(company X) < POD(company Y).

*  The averaging of default estimates of a cycle is, in our view, problematic if the objedive of a POD-

asesgnent liesin spedfying minimum equity requirements.
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This requirement defines the relation between ratings and expected default frequencies. As
discussed before, we take POD as the primitive and derive rating from there on. If two PODs
are identical, the ratings also have to be identical (casei). If the POD of company X is smaller
than that of company Y (case i), the rating of company X has to be at least as good as that of
company Y. To illustrate the weak inequality for ratings, let us consider a bank which only has
two rating categories { good, bad} with good [ bad. This might be a bank which only wants to
know if a credit should be given or not. Case (ii) allows two different PODs to yield the same
rating. If the rating of a company is better than that of another company (case iii), the POD of
the first company should be smaller than the POD of the second one. Note that (iii) is implied
by (i) and (ii).

Requirement 6 (Fineness): The rating system can vary in the degree of fineness. It
should always be as fine as necessary.

Looking back at requirement 5, the central question for the definition of a rating system now
remains, how fine a rating system should be, i.e. how many categories it should have. It could
be as fine as the POD itself, being basically identical to POD, or it could map PODs into a finite
number of categories. Of course, a rating system which models POD would be the most exact
one. However, for quite a number of situations a less fine rating system would be sufficient and
more appropriate in an organizational context. The fineness of a rating system can not be
considered independently from back-testing (see Requirement 8). There is no use in defining a
large number of rating categories, if a bank is not able to back-test consistently, due to lack of
data.

Thus the fineness of the rating system is a function of its intended use. It is therefore that one
should alow rating systems to communicate PODs in different degrees of fineness. For pricing
the rating system should be finer than for defining credit limits. Some banks, e.g., use traffic
lights (three categories. red, yellow, green) to attract the attention of the credit officer to more
or less risky credits. Knowing the conversion of rating into POD will always allow us to
transform one way of communication into the other.

Requirement 7 (Reliability): The rating system should be reliable.

Suppose, that a company has some true POD. Then the rating should be identical regardless of
the person who rates, or the point in time when the rating is done. Note, that this requirement
does not assume that the rating does not change. The rating might change with the
creditworthiness of the client, or along the economic cycle. However, it should stay constant, if
the creditworthiness does not change. An example to test for the stationarity property of the
data set is explained in Blume/Lim/MacKinlay 1998.

3.3 Do rating systemsreally map probabilities of default?

Now that we have defined some first key requirements for rating systems, the question remains
how a bank or even a supervisory agency makes sure that the rating system is correct. Thus it
isrequired that ratings (or PODs) are rational forecasts on the basis of all available information,
being the best ex-ante predictor of credit risk.

Credit ratings can be technically incorrect, i.e. even if applied properly their values do not
correspond to the (ex-post) number of realized defaults. In addition, rating systems which are
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technicdly corred can be used in away that the resulting ratings do not mimic PODs anymore.
We will discussthe first classof problems first.

A POD is based on an ex-ante point of view. It states that a cmmpany with an POD of 0.7% has
a7 inal1000chanceto default within a given time period. We know from research on cepital
markets that testing expedations is always tricky. In order to relate (ex-ante) expedations to
(ex-post) observed data, we have to assume that the structure of the problem under
consideration remains constant from the date where expedations are formed to the date where
observations are taken. This assumption is cdled the stationarity assumption. We will assume
stationarity for the next requirement. Nevertheless we ae avare that in the future, statisticd
methods will have to be introduced that acaount for possble non-stationarities.

Requirement 8 (Badk-testing): The (ex-ante) probability of default should not be
significantly different from the (ex-post) redized default frequency.

Requirement 8 basicdly states that what you exped is what you should get. It also stresses the
neead of a data-base to fulfill this requirement. Badk-testing in credit-management is espedally
difficult because first, there ae no market prices for most types of credits and second, there ae
so few historicd data of credit defaults. As we will argue in more detail in sedion 4, it might
be useful to poadl resources aaossdifferent banks to creae abetter data-base which alows for
an improved badk-testing.

Since bad-testing is central for validating a rating, the neal for it yields ©me important
implicaions for the design and use of ratings. As arealy mentioned, a bank should not have

too many rating systems (i.e. define to many subsets of companies) and it should not change
the rating systemtoo dten.

There ae numerous ways of testing rating systems, and apparently a number of them are
aready used in the industry. Test procedures are related to badk-testing and they may be seen
as defining necessary conditions for the gpropriatenessof the rating system:

- Ex-post default rates within any given rating caegory should be larger than that of a
higher (i.e. better) rating category.

Even if we do not know whether a cadinal relation between rating and POD can be assumed,
the above mndition will test ordinality.

- Ex-post default rates sould increase with the time horizon.

It is obvious that the default rates of companies based on a time horizon of five yeas have to
be equal or greaer than those based on a time horizon of one yea.

- For companies with corporate bonds outstanding, credit spreads may be cmmpared to
internal credit ratings.

Across companies, the bank will be @le to compare the risk-ordering implied by the market
with the risk-ordering implied by credit-ratings.

Besides bad-testing, credit ratings have to obey cetain structural and technicad necessties
(seeWeber/Krahnen/V olimann 1998for further details).

Requirement 9 (Informational efficiency): Ratings $ould be informationally efficient,
i.e. it should not be posshle to predict rating changes based on rating history. All the
available information should be modeled corredly in the rating. The rating system

12



should cope with hiases known from the general literature on rating (splitting bias,
range bias, etc.).

As mentioned before, a rating should corredly incorporate dl information available to the
bank, both public and private, i.e. it should be dficient. This requirement is identicd to the use
of the term “information efficiency” in financial markets. Today's rating should be the best
predictor for tomorrow’s rating, i.e. it should not be posshle to get information about
tomorrow’ s rating by knowing which rating the cmpany had yesterday (or in ealier periods).
In addition, quite anumber of biases known from the psychologicd literature on judgment
have to be taken care of when designing a rating system. Credit officers may, e.g., have the
tendency to rate qualitative aiteria of a rating system better than quantitative ones and they
tend to change quadlitative variables lessthan quantitative (Brunner/Krahnen/Weber 2000°.

Requirement 10 (System development): A rating system has to be improved over time.

It might sound trivial but after a bank has en deficiencies in its rating, it should be willi ng to
change it. Such a dhange can result from badk-testing and from ex-ante management insight.
Management might know that the structure and the aygregation of variables to estimate
creditworthinesshave dhanged, i.e. stationarity is violated. One should not wait until (ex-post)
badk-testing forces gystem nodifications, provided that ex-ante insights had suggested these
changes already. A modification of the system has to be caefully considered. There ae large
costs (badk-testing is more difficult, education of credit staff, etc.) and in some caes uncertain
benefits.

Requirement 11 (Data management): Past and current rating data should be eaily
available.

A modern data management is a prerequisite for succesful badk-testing as well as succesgul
system development. Any type of statisticd analysis requires data to be (easily) available. Even
if the fulfillment of this requirement seans to be eay on a first glance we ae well aware of
problems which can arise in pradice The dange of a bank’s computer system, the further
development of an existing rating system, the introduction of a finer rating system, a dhange in
the organizational structure of the rating process a merger of two banks are just examples to
demonstrate that the requirement can pose a serious chalenge. However, without a well
maintained data management, no testing of arating system will be possble.

3.4 Good rating systems account for incentive problems

Ratings compile objedive and subjedive information. The higher the share of subjedive, or
soft information, the more difficult is the detedion of untruthful reporting. This may be a
considerable problem, becaise aedit officersin charge of rating a particular client may have an
incentive to underestimate the risk of a loan, e.g. to overestimate the quality of a particular
management. For instance, in some institutions, loan responsibility migrates from the aedit
officer to a spedal work-out group, once the rating falls below a aiticd vaue. This
organizational rule may induce the aedit officer to adjust his or her risk assessment to the

> Even on an efficient market, due to the categorial nature of ratings, first differences (i.e. rating changes)
will not necessarily be distributed li ke independent random variables.
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point where ontrol over the astomer is not migrating. Another example of how an
organizational rule may affed reporting incentives relates to bonus gstems, where
performance measures depend on ratings.

Requirement 12 (Incentive compatibility): The rating processhas to be embedded in the

organization of credit business sich that the risk of misrepresentation by credit officers

IS minimized.
We know of no smple test of organizational incentive compatibility, but several rules of thumb
are available. First, and inspired by the &ove example, posshle “criticd values® of rating
asesgnents that trigger adion have to be recrded and followed up In particular, measures of
statisticd similarity and significance may help to identify unusual frequencies of spedfic rating
dedsions, or rating migrations. Seoond, the internal reward system of the institution may or
may not be related to past rating performance of loan officers. As a rule, an office’s rating
history should “stick to him”. For example, a significant, above average frequency of rating
revisions after the officer in question has moved from his post, or authority for certain loans
been moved away from him, could have a predictable (and negative) impad on hs overall
evaluation. The fulfilment of Requirement 12 can be deded by asking to what extent
management has thought about possble incentive wnflicts caused by the organizaional design
of the lending process and what it has done to control for its behavioral consequences.

However, we do not advocae the minimization of discretionary dedsions in the rating process
becaise the spedfic value alded (in terms of incrementa information) by internal ratings
mainly consist of aggregating “soft”, or subjedive information produced by the loan officer. A
ceatain degreeof consistency chedk may help to improve incentives, and to establish credibili ty
of the overall rating process Thisis suimmarized in the following requirement:

Requirement 13 (Internal compliance): The distribution of rating outcomes is
constantly monitored by controllers, asssted by random inspedions.

In order to identify systematic biases in the evaluations of loan officers, al ratings and their
histories are to be kept in a badk-testing file (see Requirement 11). Rating quelity maintenance
has to develop (and, of course, to apply) statisticd test routines that are cgpable of identifying
significant variations in rating dedsions over time, or aaoss firms. The task resembles a
statisticd quality control as it is common in, e.g. production management.® The follow-up to
these statisticd tests could be apartial or complete replicaion of past ratings.

Fulfilment of Requirement 13 would not only alow the detedion of spedfic behaviora
patterns, but also would strengthen the Incentive Compatibility (Requirement 12). In order to
have some deterrent effed, the dgorithms of the sampling pan must not be cmpletely
transparent to loan officers. Again, outside rating quality assessment would try to clarify to
what extent sampling plans have been developed, and are gplied consistently.

¢ Building on well establi shed methodologies of random quality inspedions, a continuous smpling plan may

prove helpful (see Shirland 1993 or Krishnaiah/Rao 1988. Such a plan spedfies a set of algorithms that
would analyze the similarity of spedfic rating subsets pertaining to, e.g., a cross ®dion of ratings given
within an industry, or atime series of ratings given by a particular officer.
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Requirement 14 (External compliance): The alherence of a bank’s management to its
agredd rating standards is monitored by neutral (uninterested) outside controllers, either
on a ontinuous, or on arandom basis.

Requirement 14, though similar in neture to the precaling Requirement 13, is the keystone for
establishing credibility to rating data produced by an interested party. Here, interested party
refers to, e.g. banks as providers of interna ratings. A bank’s “interest” derives from the
underwriting of credit risk vis-a-vis the austomer that has been rated. Requirement 14 involves
an evauation by an outside party, e.g. a supervisory authority. Past ratings have to be shown
to be without biases, or deliberate misrepresentation. Therefore, external compliance is not
about the informational value of any particular rating, but rather it is about the mnsistency of
its use. The methodology applied to control external compliance is likely to be smilar to the
one used in Requirement 13'.

4 Poalicy considerations and agenda

In the mncluding sedion we want to addresstwo questions. Firgt, is regulation of the rating
processredly needed? We will argue that indeed some type of outside regulation is required to
safeguard credibili ty of internal ratings. Second, we will point out additional needs in two areas
which are of grea importance to the future accetance of rating as a risk measurement
instrument, namely a neal for research, and a need for better, and larger data-bases.

4.1 Isthereaneed for external supervision of internal ratings?

The BIS consultative paper as of June 1999 gves ome mnsideration to ratings as a basis for
the asessment of bank capital requirements. The regulatory importance of ratings do apply not
only for external ratings, but also for internal ratings. To answer the question of whether or not
internal ratings should be cetified and constantly supervised by a regulator, or an auditor, we
will first compare the processes by which internal and external ratings ean credibility. There
are basicdly two models. In the first, professonal (external) rating agencies produce public
rating information without doing any underwriting; their credibility derives from reputation in
the market place In the second model, bank loan departments produce private (or internal)
rating information on the basis of an underwriting business Here, credibility derives from the
shareholder value interest of bank management, and hence its credit department, in a proper
loan repayment.

Let us gart with external ratings. Default probability estimates by spedalized agencies (S&P,
Moody's, Fitch IBCA, a.0.) draw on the agency’s reputation as a provider of acairate default
predictions. Reputational value stems from the impad ratings exert on credit spreals. Thus,
reputational value is high (low), if a dange of published ratings has a significant (an
insignificant) influence on corporate ast of cegpital. This means that ratings have to be
acceted as a proxy for true fundamental information in order to be valuable in the market.

" The methodological question of reliability of rating dedsions is not trivia - even if it comes to large data

sets, as those asembled by the agencies.
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The market value of a rating agency, its franchise value, is therefore diredly related to the
discounted stream of cost of capital effeds that are due to its corporate ratings. Firms are
willi ng to pay a feeto an agency up front in order to receve public rating. By the same line of
argument faulty ratings will, if deteded, eventually destroy the franchise value of a rating
agency.

Thus, the reputational argument developed in the preceading paragraph claims that agencies
have a proper incentive to produce true and unbiased corporate ratings. Of course, the
reputational model of incentive compatibility is suibjed to an important cavea. It relies on the
market being able to deted faulty ratings ex-post. What is nealed, therefore, is a statisticd
methodology to spot changes of the distribution function (or, for that matter, of the rating
behavior of an Agency) relatively soon after its onset.

Note that the reputational argument for external ratings will have to take into acount the fad
that rated companies usually pay the Agency for providing the rating label. There is a natural
incentive problem here, and ratings probably derive much of their value from the Agency’s
reputation for being unwavering in their high standards.

Let us now turn to internal ratings and possble determinants of their credibility. The basic
credibility explanation is smple: Interna ratings are private information, typicadly not even
communicaed to the rated firm itself. Of grea importance for internal ratings is their ability to
incorporate dl types of information accessble that may contribute to a good default forecast.
In particular, a relationship-based financial system may be in a position to exploit not-easy-to-
measure qualitative information, and thereby improve estimates. This includes insider
information due to, e.g., acount survelllance and advisory business The @mparative
advantage of internal ratings in our view refers predsely to this fad, the incorporation of soft
information. If one aaumes, for simplicity, no incentive wnflicts within the financial institution
itself, then there is good reason to believe in the unhiasednessof internal ratings 8. Since abank
underwrites credit risk, she essntially takes a bet on the aeditworthiness of any particular
borrower. Any bias in POD-estimations would harm the banks competitive position and would
eventually impair equity value. True and fair private ratings are therefore in the proper interest
of the bank.

However, there is a caved here & well. The proposed new equity standards outlined in the
BIS consultative paper attad, in fad, a sort of shadow price to the interna ratings of bank
borrowers. Since the anount of equity required to be held against a given structure of bank
assts will then be dfeded by their interna ratings, there may well be presaire to
acommodate rating dedsions in the future. Once ratings fulfill a regulatory task, they have a
dual function, measuring risk and triggering equity charges. These two functions are likely to
have opposite incentive dfeds.

To sumup: Inthe light of the emerging new equity standards both external and internal ratings
constantly have to prove their unbiasedness and their neutrality. While there is a market test
for externa ratings (which, in fad, has been effedive for many yeas arealy), there is no
external chedk for internal ratings © far. One way to test for neutrality of internal ratings is a
serious test of rating methodology and rating performance, see Requirement 13. Both may be

& A within-firm conflict of interest may arise when, e.g., a loan officer tries to avoid a shift of responsibility

from himsef to awork-out group. They may then accept a better-than-justified rating.
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elements in a cetificaion process caried out by a supervisory authority (which, for that
matter, may also be delegated to a spedalized entity or auditing firm, say).

4.2 What eseisneeded: Data and research

As pointed out a muple of times, data is key to succesdully maintain and develop rating
systems. Due to the number of rating classes, the long time periods and the small probabili ties
of fallure, gatisticd analysis at the level of a single bank might be limited. We alvocae to
think about the need of a shared data base. Such a data base culd aggregate the ratings for a
company aaoss different banks (of course, with full confidentiaity of ead bank's private
rating). Based on the joint data, ead bank might be ale to analyze and validate its internal
rating system against some average rating. A combined data base would alow for a more
elaborate badk-testing thereby preparing the ground for an official recognition of internal rating
systems.

In addition, for companies which are rated by quite anumber of banks, the aygregate risk
rating would reflea something like a “market opinion” of the default risk of a particular
company, a spedfic industrial sedor or even the whole eonomy of a cuntry (thus creding a
default risk index of certain entities). A joint data base would also alow to derive arrelations
between the aedit risks of companies, industry seaors and countries as well. Such information
is of grea importancefor the development of credit portfolio models.

Finally, we want to point out some reseach needs. We have tried to state some requirement, a
goad rating system should obey. Nevertheless we have said very little (on purpose) on how to
construct a goad rating system. Which fadors dould be dements of the scoring rule? How
should the weights for ead fador within the scoring model be derived? Wth resped to the
value function, what number should be dtadhed to an average vs. an excdlent management?
Today, most banks use a mixture of mathematicd models and management intuition to
construct their systems. We do think thisis a good approad, but we would like to know more.
Along these lines, it would be interesting to analyze in greder detail how LGD (loss given
default) depends upon the state of default (see sedion 2). Furthermore, methods for bad-
testing rating systems are not yet well developed. Sophisticated statisticd sampling plans are
needed to chedk for internal and external compliance Equally, statisticd tools can be used to
corred for any trends (like industry cycles) and biases (like survivorship bias) that are to be
found in the raw data. Finaly, one would like to see more reseach being undertaken on the
validation of ratings. Given the low data frequency, and thus the long duration for a detedion
of faulty ratings, the reputational justification of true and fair ratings would also benefit from
this exercise. Finaly, it may be of interest to use aedit rating for optimizing portfolio risk. For
this end, estimates of correlations aaosshorrowers, and over time ae neaded. The @rrelation
structure of corporate loans will help to model risk migration, and the dependence of risk
ratings on the eonomic cycle.

We mnclude with a general disclaimer concerning Generally Accepted Rating Principles: Their
development is e as work in progress And we exped it to remain work in progress for
guite some time, since such principles have to be developed jointly by regulators, reseachers
and expertsin the field.
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