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Abstract
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∗We thank Andreas Hackethal, Nathanael Vellekoop, Gyozo Gyöngyösi, Fabian Nemecek, and the participants of the EFL Jour Fixe at Goethe University Frankfurt on 18 January, 2021 for helpful comments and suggestions. Financial support from the Leibniz Institute for Financial Research SAFE is gratefully acknowledged. This paper uses data from the Eurosystem’s Household Finance and Consumption Survey (HFCS).

†sunnydutt@gmail.com
‡SAFE, GSEFM, and Goethe University, radermacher@safe-frankfurt.de

Electronic copy available at: https://ssrn.com/abstract=4360002
1 Introduction

In the EU, pension systems differ between the member states but monetary policy is conducted jointly. It is therefore important to understand differences in consumption patterns - particularly, as the group of retirees is relatively growing in most societies.

Special emphasis lies on the marginal propensity to consume (MPC), i.e. the consumption rate/fraction out of a change in income. Because pension amounts are often at the discretion of governments, policy makers are particularly concerned about their ramifications on macroeconomic variables such as aggregate demand. But also additional/removed taxes, introduced/-suspended transfers, rising/falling inflation, or appreciating/depreciating foreign exchange rates can pose income shocks that affect the purchasing power of individuals and are therefore at the concern of policy makers.

This study analyzes consumption patterns in four of the five largest Eurozone economies: Germany, France, Italy, and the Netherlands. Because traditional consumption theory (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978; Deaton, 1991; Carroll, 1997) does not account for country-specific differences, we ask: how does the MPC differ per Eurozone country? What are the impacts of important demographic variables such as age and wealth? Do country differences in pension schemes, life expectancy, age or wealth distributions matter for consumption behavior?

We follow Christelis et al. (2019) in their basic econometric set-up and use data from the third wave (2017) of the Eurosystem’s Household Finance and Consumption Survey (HFCS). Utilizing decision trees, a corner stone of supervised machine learning, we derive age and wealth dummies for regression specifications that outperform the specifications suggested by Christelis et al. (2019). Decision trees are discussed as simple, effective, and interpretable tools to deal with non-linear data and we suggest their use in combination with the traditional and more rigid method of linear regression. Because decision trees are also the building blocks of many advanced supervised machine learning models like random forests or XGBoost, this paper also has an educational purpose: to show how these simple data-driven methods can be used in combination with traditional econometrics and to build the intuition for the more advanced machine learning methods. Both random forest and XGBoost are also introduced and applied to complement the analysis.

In our initial regression analysis, we could not reproduce the results

1 Spain had to be excluded due to missing data.
found by Christelis et al. (2019) fully: age-dummies, as suggested by the authors, were not significant in our data for the Netherlands. Using decision trees to derive data-driven dummies at alternative points in the distribution rendered significant coefficients and higher or equal model fit for all countries. Suggested upper age splits were in the Netherlands and Germany close to the expected future retirement age at 73 and 63, respectively, and in France and Italy below normal pension age at 58 and 56. In France and Italy, aggregate replacement ratios upon retirement are much higher than in the Netherlands or Germany, suggesting that retirement should have a weaker impact on income and consumption. Similarly, for (liquid) wealth we derived dummies based on percentiles different from those used by Christelis et al. (2019). We interpret our results as a data-driven way of showing how differences between countries in age and wealth impact the MPC and how to generate customized models. Furthermore, the results from machine learning provide additional support for country-specific differences and drill down on individual model choices by means of a SHAP (SHapley Additive exPlanations) analysis.

Since we are working with survey data, we want to point out that there are several flaws coming with this data type and that interpretation should be conducted with the usual care. Regarding parametrization of machine learning models, we use cross validation and a parameter grid to make optimal use of the available data and to try several parameter combinations.

The remainder of this paper is structured as follows. Chapter 2 introduces the literature and sets the theoretical background. Chapter 3 presents the data and methodology. Chapter 4 features the analysis, which contains (i) a simple linear model, (ii) a decision tree analysis, (iii) resulting customized regression set-ups, (iv) an analysis using random forests, and (v) an analysis using XGBoost. Chapter 5 discusses limitations and suggestions for further research. Chapter 6 concludes.

2 Literature Review and Theoretical Background

2.1 Consumption Theory

Consumption theory for the last five decades has been centered around the concept of the Life Cycle/Permanent Income Hypothesis (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978). In (the imaginary world assumed by) these models, rational agents are equipped with a utility func-
tion which they use for inter-temporal consumption optimization to derive patterns that yield highest utility for them. If one accepts all of these assumptions (which implicitly many economists do as the concept is, in some form, included in most contemporary macroeconomic models (Smets and Wouters, 2003; Kaplan et al., 2018)), one can solve the maximization problem. The implied optimal solution is that the highest possible utility level is achieved when consumption is the same in every period, which yields perfect consumption smoothing.

Common sense suggests (to most people) that this is not exactly how people behave in reality and that empirical evidence in its support will be hard to find. To economics, however, the lack of empirical support was a problem, so the theory has been tinkered with frequently in the past decades to accommodate the mismatch when being confronted with real data. Most notable augmentations to the theory were (i) the acknowledgement of liquidity constraints (Dolde and Tobin, 1971; Hubbard et al., 1986), (ii) the introduction of the buffer-stock model (Deaton, 1991; Carroll, 1997), (iii) the suggestion of the rule-of-thumb approach (Campbell and Mankiw, 1989), as well as the notion of the hand-to-mouth (iv) both poor and wealthy (Kaplan et al., 2014), as well as illiquid and liquid (Olafsson and Pagel, 2018a). One can argue that, with all these adjustments, the theory is now back at a relation between consumption and disposable income (instead of permanent income), which was originally suggested by Keynes (1936) almost one hundred years ago.

2.2 Topics around Financial Wealth and Age

Liquidity constraints (Keynes, 1936; Dolde and Tobin, 1971; Hubbard et al., 1986) describe situations where individuals cannot seamlessly borrow money as suggested by the Life Cycle/Permanent Income Hypothesis (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978). Recognizing the existence of liquidity constraints has lead to the hand-to-mouth model for poor people (Johnson et al., 2006; Kaplan et al., 2014; Kaplan and Violante, 2014).

More recently, awareness has grown about the impact of wealth inequality on the MPC. Carroll et al. (2017) build a consumption model that captures the wealth distribution and explains resulting heterogeneity in the MPC.

Regarding the effect of age, empirical evidence has shown that consumption decreases upon retirement and individuals increase savings (Hamer...)

---

2 The utility function usually satisfies two conditions: (i) more consumption leads always to higher utility, and (ii) the utility increase per unit of consumption decreases. Mathematically speaking, the first derivative has to be positive and the second derivative negative.
mesh, 1982; Mariger, 1987; Robb and Burbidge, 1989; Banks et al., 1998; Bernheim et al., 2001; Schwerdt, 2005; Haider and Stephens Jr., 2007; Olafsson and Pagel, 2018b). This is the opposite of what Life Cycle/Permanent Income Hypothesis models (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978; Deaton, 1991; Carroll, 1997; Kaplan et al., 2014) would suggest because retirement is generally a predictable event.

Normal pension age varies across Europe. In 2016, around the time when the data for the third (2017) wave of the HFCS (which is used in this study), was collected, it was at 65.5 in the Netherlands, 65 years in Germany, 61.6 years in France, and in Italy at 66.6 years for men and 65.6 years for women (OECD, 2017). Future normal pension ages for job starters aged 20 years in 2016 varied even more and were at 71 years in the Netherlands, 65 years in Germany, 63 years in France, and 71.2 years in Italy. Likewise, there is large variation in pension adequacy between these four countries. The European Commission (2018) reports aggregate replacement ratios for 2016 at 50% in the Netherlands, 46% in Germany, 68% in France, and 69% in Italy.

2.3 Machine Learning Methods in Economics and MPC Research

In economics, machine learning methods have long been frowned upon as being opaque (black-box) and not concerning causality. The introduction of the causal random forest (Athey and Imbens, 2015, 2016; Wager and Athey, 2018; Athey and Wager, 2019; Athey et al., 2019) as an extension of the random forest (Ho, 1995; Breiman, 2001) that focuses on causality paved the way for its adoption in economics and finance. Since then, causal forests and similar techniques related to heterogeneous treatment effects have been frequently applied in economics and finance (Mullainathan and Spiess, 2017; Davis and Heller, 2017; Bertrand et al., 2017; Strittmatter, 2018; Medina and Pagel, 2021; Bernard, 2022).

In consumption research, Andini et al. (2018) use decision trees to predict consumption responses of individuals to a tax rebate. Their goal is to identify a group to which the tax rebate is most useful. Lewis et al. (2019) use an unsupervised clustering method to identify latent heterogeneity in the MPC distribution. Dutt and Radermacher (2022) analyze MPC heterogeneity in varying income shock sizes by means of regularized regression and a random forest.
3 Data and Methodology

3.1 Data & Summary Statistics

We use data from the third wave (HFCN [2020b]) of the Eurosystem’s Household Finance and Consumption Survey (HFCS) for the Netherlands, Germany, France, and Italy. The data samples are relatively representative for the overall populations in these countries.

Figure 1 on page 6 shows histograms and bilateral scatter plots for the Dutch data set. The histograms and bilateral scatter plots for Germany, France, and Italy are depicted in the appendix in Figure A.1, Figure A.2, and Figure A.3, respectively.

Figure 1: Descriptive plots for the Netherlands. CashOnHand is winsorized at 1% and 98% for visualization purposes. All data is taken from the third wave (2017) of the HFCS (HFCN [2020b]).
The descriptive plots for the four Eurozone countries are broadly similar. The MPC is spiking at 0, 50, and 100 for Germany, France and Italy. For the Netherlands, there are almost no responses at 100 and spikes are at 0, 25, and 50, instead. Age is similarly distributed across countries as a continuous curve with most observations around age 40 to 70. The relative share above 70 is larger for Italy than for the other three countries, which generally reflects life expectancy and the demographic situation. Cash-on-hand has been winsorized at the 1% and 98% level for visualization purposes. The distributions look similar, but are easily distorted by extremes such that we are cautious regarding over-interpretation. The gender split is at roughly two-thirds vs. one-third for all countries, indicating that a majority of respondents has been male. A clear majority of households have one or two members, about a quarter have a family size of three or more.

3.2 Decision Trees

Decision trees were developed by Fisher (1936) and popularized in a machine learning context by Breiman et al. (1984). Decision trees are graph networks with parent-nodes, bifurcating edges, and child-nodes, which inductively become new parent-nodes. The objective at each bifurcation/split is to minimize impurity in the subsequent child-nodes. Splitting (and tree growing) generally stops when all nodes are pure, i.e. all elements in the node have the same class. Decision trees can fit the training data perfectly, but are prone to overfitting. They are therefore regarded as weak learners. By parameter choices, decision trees can be contained (pruned) to limit an overfitting of the data. Likewise, several decision trees can be combined into ensemble methods such as a random forest to derive more robust and generalizable results.

3.3 Random Forest

A random forest is an ensemble method combining several decision trees into a joint model. The method has been first used by Ho (1995) and had been substantially extended by Breiman (2001). The idea is to combine several weak learners (decision trees - because they are prone to overfitting) into a combined tool that uses the strengths of the individual learners (very good mapping of the underlying data) in a more robust manner (all decision trees vote on outcomes and majority wins) that produces more generalizable results.
The random forest is the workhorse of data scientists. Unlike economists (who use regression because they care about generalization and causality), data scientists are concerned about prediction and model performance on unseen data.

### 3.4 XGBoost

Whereas random forests use bootstrap aggregation (bagging) to grow several decision trees in parallel and independent of each other, it is also possible to grow trees sequentially taking into account prior information and performance. This method is referred to as boosting. XGBoost is a popular algorithm which makes use of boosting in a gradient-descent manner.\(^3\) It was developed by Chen et al. (2015) at Microsoft and performed very successfully at several online machine learning competitions, where it gained its popularity.

### 4 Analysis

#### 4.1 Standard Linear Model

We start with an attempt to reproduce the results by Christelis et al. (2019) for the MPC in response to a one-time windfall. Christelis et al. (2019) use data from an online-survey of a representative sample of Dutch households (CentER Internet panel) conducted in 2015. They apply the following regression:

\[
MPC_i = \beta_0 + \beta_1 Age_{BTW\_35\_50i} + \beta_2 Age_{BTW\_50\_65i} + \beta_3 Age_{GEQ\_65i} + \beta_4 Male_i + \beta_5 FamilySize_i + \beta_6 CashOnHand\_Q2_i + \beta_7 CashOnHand\_Q3_i + \beta_8 CashOnHand\_Q4_i + \epsilon_i
\]

\(^3\)See Hastie et al. (2009) for a general introduction, Schapire (1990) for the initial idea on boosting, and Friedman (2001) for the initial idea on gradient boosting.
The dependent variable $MPC$ is here the marginal propensity to consume out of a windfall equal to the size of the household’s monthly net income (Christelis et al., 2019). The variables $Age\_BTW\_35\_50$, $Age\_BTW\_50\_65$, and $Age\_GEQ\_65$ are dummies indicating respondents being aged 35-49, 50-64, and 65+, respectively. The variables $CashOnHand\_Q2$, $CashOnHand\_Q3$, and $CashOnHand\_Q4$ indicate that the household’s cash-on-hand (i.e., liquid household wealth) lies in the second, third, and fourth quartile of the sample population, respectively. The categorization of the continuous variables, age and cash-on-hand, into the dummies, as presented in Equation 1, seems reasonable but there is no explicit motivation for it by the authors. One might ask why the variables were split specifically into quartiles as opposed to, e.g., tertiles, quintiles, or deciles. And why age splits were made at 35, 50, and 65; and not at, e.g., 25, 40, 55, or 70?

Christelis et al. (2019) find $Age\_GEQ\_65$ and the constant to be significant at the 1% significance level, $Age\_BTW\_50\_65$ and $Male$ to be significant at the 5% significance level, and $Age\_BTW\_35\_50$ to be significant at the 10% significance level. The signs of the respective coefficients of the age dummies are all positive, which they interpret as being in line with Life Cycle/Permanent Income Hypothesis models (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978). Because life expectancy decreases with age, consumption shares out of transitory income shocks should increase due to the shorter remaining spending period.

We repeat this analysis with a similar dataset: the Dutch part of the third (2017) wave of the HFCS (HFCN, 2020b). This wave also contains an MPC question on a similar shock as in the one-month-up scenario for the CentER Internet panel, which is used by Christelis et al. (2019). Yet, the response categories are more limited. The CentER Internet panel distinguishes between (i) saving, (ii) debt repay, (iii) consumption of durable goods, and (iv) consumption of non-durable goods (Christelis et al., 2019). The HFCS question only distinguishes between (i) spending on goods and services and (ii) saving, investing, or repaying debt out of a one-time windfall equal to monthly household net income (HFCN, 2020a).

To replicate Christelis et al. (2019), we make the simplifying assumption that their variable of non-durable consumption is similar to our variable of spending on goods and services. This is equivalent to interpreting durable consumption more as investing rather than as spending. We are aware that this is not entirely correct, but also not completely wrong. We thus regard it as a justifiable step.

---

4This regression corresponds to the second column in Table 3 of Christelis et al. (2019).
We attain some further reassurance by comparing the histogram of our MPC variable from the HFCS (top-left in Figure 1 on page 6) with the histogram of their MPC variable (top left in Figure 3 of Christelis et al. (2019)). The right-hand side (MPC > 50) is very similar for both distributions. The left-hand side (MPC < 50), however, looks quite different. Almost 40% of respondents in the variable used by Christelis et al. (2019) report a value of 0, about 10% of 10 and 20, and about 5% for 30, 40, and 50, each. In our variable, about 25%, 30%, and 35% report MPC scores of 0, 25, and 50, respectively. Even if the variable for durable consumption in the dataset used by Christelis et al. (2019) was part of the spending category in our dataset, this would not square the two different datasets. MPC scores just seem to differ somewhat between the two samples.5

Using the HFCS dataset (HFCN 2020b), we repeat the analysis performed by Christelis et al. (2019). The first column in Table 1 on page 12 corresponds to Equation 1 on page 8. Like Christelis et al. (2019) we do not find significance for the cash-on-hand dummies in the Dutch data, but we are also not able to reproduce the significant results for the age dummies that were found by the authors. We also repeat our analysis for the three largest Eurozone countries, Germany, France, and Italy. The results are presented in the appendix in Table B.1, Table B.2, and Table B.3, respectively. For these three countries, we do find significant coefficients for the age dummies.6

In case of Germany and France, also with the same positive sign as Christelis et al. (2019) found for the Netherlands. According to them, the interpretation would be in line with Life Cycle/Permanent Income Hypothesis models (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978). For Italy, the signs are negative. Hence, at odds with these models.

4.2 Decision Trees

Since we did not find the same results for the Netherlands as Christelis et al. (2019), we considered that this might be due to the way the age and cash-on-hand dummies were generated. In order to detect natural splitting points in the continuous variables, we make use of simple decision trees on two hypothetical classification problems: (i) predicting low MPC scores

---

5 Both data sources are a hypothetical question in a survey. We should be therefore be careful when interpreting the data. This is discussed further in the discussion section.

6 Note that sample sizes are 4940 for Germany, 13685 for France, and 7420 for Italy. They are thus significantly larger than our sample size for the Netherlands at 1735 and that of Christelis et al. (2019) at 1208. Note also that with larger samples, p-values decrease and variables are therefore more likely to be interpreted as significant (Demidenko, 2016).
(<35) and (ii) predicting high MPC scores (>65). The trees are depicted in Figure 2 on page 11.

![Figure 2: Decision trees for the Netherlands. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).](https://ssrn.com/abstract=4360002)

### 4.3 Customized Regressions

The splitting rules of the trees are used to determine the age and cash-on-hand dummies. The resulting regressions are shown in Table 1 on page 12. The second column uses the splits suggested by the decision tree of the classification on low-MPC and the third column uses the splits suggested by the decision tree of the classification on high-MPC. The fourth column uses all the variables that were significant in column two and three.

Our final specification includes the following significant dummies for age and cash-on-hand: Age\_GEQ\_73 (age greater than or equal to 73 years), CashOnHand\_LEQ\_p055 (cash-on-hand percentile less than or equal to 0.055), and CashOnHand\_GEQ\_p944 (cash-on-hand percentile greater than or equal to 0.944). The signs of the coefficients for Age\_GEQ\_73 and CashOnHand\_GEQ\_p944 are in line with Life Cycle/Permanent Income Hypothesis models (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978). The sign of the coefficient of CashOnHand\_LEQ\_p055 is not.

We repeat this procedure for our samples from Germany, France, and Italy. Decision trees and regression results are in the appendix in Figure A.4 and Table B.1, Figure A.5 and Table B.2, and Figure A.6 and Table B.3, respectively.

For Germany, Age\_LEQ\_37 (age less than or equal to 37 years), Age\_GEQ\_63 (age greater than or equal to 63 years), and CashOnHand\_GEQ\_p856 (cash-
Table 1: Regression results for the Netherlands. Regression (1) takes the specification by Christelis et al. (2019), regressions (2) and (3) take splits suggested by the decision trees, regression (4) is a combination of (2) and (3). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).

<table>
<thead>
<tr>
<th></th>
<th>(1) MPC</th>
<th>(2) MPC</th>
<th>(3) MPC</th>
<th>(4) MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age_BTW_35_50</td>
<td>0.581</td>
<td>(2.273)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_BTW_50_65</td>
<td>0.538</td>
<td>(2.101)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_GEQ_65</td>
<td>2.608</td>
<td>(2.045)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>-2.994**</td>
<td>(1.428)</td>
<td>-2.606*</td>
<td>(1.405)</td>
</tr>
<tr>
<td>FamilySize</td>
<td>0.506</td>
<td>(0.620)</td>
<td>0.533</td>
<td>(0.571)</td>
</tr>
<tr>
<td>CashOnHand_Q2</td>
<td>1.441</td>
<td>(1.815)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CashOnHand_Q3</td>
<td>1.259</td>
<td>(1.831)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CashOnHand_Q4</td>
<td>0.2962</td>
<td>(1.866)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_GEQ_73</td>
<td>6.826***</td>
<td>(2.137)</td>
<td>5.999***</td>
<td>(2.138)</td>
</tr>
<tr>
<td>CashOnHand_LEQ_p055</td>
<td>-7.843***</td>
<td>(2.804)</td>
<td>-8.408***</td>
<td>(2.798)</td>
</tr>
<tr>
<td>CashOnHand_GEQ_p944</td>
<td>-9.691***</td>
<td>(2.766)</td>
<td>-10.148***</td>
<td>(2.764)</td>
</tr>
<tr>
<td>Intercept</td>
<td>31.960***</td>
<td>(2.233)</td>
<td>33.436***</td>
<td>(1.496)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>33.643***</td>
<td>(1.505)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>33.925***</td>
<td>(1.501)</td>
</tr>
<tr>
<td>Obs.</td>
<td>1735</td>
<td>1735</td>
<td>1735</td>
<td>1735</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.004</td>
<td>0.014</td>
<td>0.012</td>
<td>0.019</td>
</tr>
</tbody>
</table>

on-hand percentile greater than or equal to 0.856) are significant. All signs of the coefficients are in line with Life Cycle/Permanent Income Hypothesis models (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978).

For France, Age_LEQ_47 (age less than or equal to 47 years), Age_GEQ_58 (age greater than or equal to 58 years), CashOnHand_LEQ_p144 (cash-on-hand percentile less than or equal to 0.144), and CashOnHand_GEQ_p525 (cash-on-hand percentile greater than or equal to 0.525) are significant. The signs of the coefficients for Age_LEQ_47 and Age_GEQ_58 are in line with Life Cycle/Permanent Income Hypothesis models (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978). The signs of the coefficients of CashOnHand_LEQ_p144 and CashOnHand_GEQ_p525 are not.

For Italy, Age_GEQ_68 (age greater than or equal to 68 years), CashOnHand_LEQ_p371 (cash-on-hand percentile less than or equal to 0.371), and CashOnHand_GEQ_p560 (cash-on-hand percentile greater than or equal to 0.560) are significant. The signs of the coefficients for CashOnHand_LEQ_p371
and *CashOnHand GEQ_p560* are in line with Life Cycle/Permanent Income Hypothesis models (Modigliani and Brumberg 1954; Friedman 1957; Hall 1978). The sign of the coefficient of *Age GEQ_68* is not.

Apart from these implications for consumption theory, a comparison of the four regression specifications in Table 1 on page 12 is useful. The model fit increases from an R-squared of 0.004 for the original specification by Christelis et al. (2019) to 0.019 for the specification that combines the insights from the two simple classification trees. Critics might call this p-value hacking, but we (as proponents) would like to advocate this as a data-driven way to generate customized regression specifications. Understanding this concept will also help in understanding how more complex machine learning algorithms work.

Additionally, the data-splits suggested by the decision trees can be interpreted as information revealed about country/sample differences in age and liquid wealth distributions. Legal age of pension entry, life expectancy, living standard, wealth level, etc. differ across Germany, France, Italy, and the Netherlands. So why should we apply the same splits on continuous variables to create dummies? The results suggest that for the Netherlands, one age split at 73 years and two liquid wealth splits at the 5.5-percentile and 94.4-percentile fit the data better and provide significant results in a traditional econometric manner than the splits suggested by Christelis et al. (2019) at an age of 35 years, 50 years, and 65 years; and a cash-on-hand at the 25.0-percentile, 50.0-percentile, and 75.0-percentile. For Germany, this holds true if two age splits are made at 37 years and 63 years and one cash-on-hand split at the 85.6-percentile. For France and Italy, the specifications perform equally well as the one suggested by Christelis et al. (2019) if age is split at 47 and 58 years and cash-on-hand at the 14.4-percentile and 52.5-percentile for France; and age at 68 years and cash-on-hand at the 37.1-percentile and 56.0-percentile for Italy.

### 4.4 Random Forest

We further substantiate our analysis of how the MPC is affected by age and (liquid) wealth, i.e. cash-on-hand, by the use of more robust (and more complex) machine learning methods. Random forests, consisting of several trees, are grown for the two classification problems (low and high MPC).

7To these critics we kindly suggest the perusal of Demidenko (2016) and Hahn and Ang (2017) on problems with p-values altogether and new approaches to statistical reporting. Problems around publication bias due to p-values are also present in top economic journals (Brodeur et al. 2020).
Cross validation is used to optimally utilize the available data and to select a best-performing model. Model quality scores are presented in Table B.4 in the appendix.

The random forest model for Dutch data is decent considering the relatively small sample size, the few explanatory variables, and the social science context. Because of these deficiencies, however, results should not be over-interpreted.

Figure 3: Feature importance of random forest analysis for the Netherlands. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).

Figure 3 on page 14 depicts the feature importance for the random forest analysis of the two classification problems (low and high MPC). Cash-on-hand is in both cases the variable with the highest feature importance, followed by age, and family-size. Being male does not seem to matter. But this is almost by design in this random forest set-up. Because being male is a binary variable, it can only be used at one (great-)parental node for each child in a decision tree. The variables cash-on-hand and age can be split much more often and can therefore be frequently used in the trees and resulting forests.

SHAP (SHapley Additive Explanations) (Lundberg and Lee, 2017) enables us to look at the effect that individual observations have on decision outcomes. These values are depicted in Figure 4 on page 15. For the low-MPC classification (left), we observe that high levels for cash-on-hand have large positive effects, i.e. affecting the model output towards low-MPC levels. Likewise, high age and large family-size had negative effects, i.e. affecting the model output towards non-low-MPC levels (i.e. towards medium or high MPC levels). The results for the high-MPC classification (right) can be interpreted in a similar way. All suggested results are in line with Life

---

8 Model quality increases with sample size as can be seen in Table B.4 in the appendix for Germany, France, and Italy.
Figure 4: SHAP values of random forest analysis for the Netherlands. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).

Cycle/Permanent Income Hypothesis models (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978). The results for Germany, France and Italy are in Figures A.7 to A.12 in the appendix and can be interpreted in a similar way.

4.5 XGBoost

Ordinary random forests draw trees in parallel and independent of each other. XGBoost takes accrued information into account and builds trees sequentially to optimize results overall.

Like the random forest model, also the XGBoost model for Dutch data is decent considering the relatively small sample size, the few explanatory variables, and the social science context. Because of these deficiencies, however, results should not be over-interpreted.

The results show that with XGBoost also the other variables gain importance. This makes sense given that XGBoost grows trees sequentially, "specializing" on new information that has not been included yet. As model performance of the XGBoost models are comparable to those of the random forests, this makes a case for the importance of information in the variables FamilySize and Male.

The interpretation of the SHAP values of the XGBoost models in Figure 6 on page 16 is similar to the interpretation of the SHAP values of the random forests in Figure 4 on page 15. Likewise, the results are in line with Life Cycle/Permanent Income Hypothesis models (Modigliani and Brumberg, 1954; Friedman, 1957; Hall, 1978). The results for Germany, France and 

---

9Model quality increases with sample size as can be seen in Table B.4 in the appendix for Germany, France, and Italy.
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Figure 5: Feature importance of XGBoost analysis for the Netherlands. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS [HFCN, 2020b].

Italy are in Figures A.13 to A.18 in the appendix and can be interpreted in a similar way.

Figure 6: SHAP values of XGBoost analysis for the Netherlands. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS [HFCN, 2020b].
5 Limitations and Discussion

5.1 Survey Data

Survey data is frequently and popularly used in research on the MPC (Carroll et al., 1997; Parker, 1999; Shapiro and Slemrod, 2003; Johnson et al., 2006; Parker et al., 2013; Kaplan et al., 2014; Christelis et al., 2019; Lewis et al., 2019; Christelis et al., 2019; Jappelli and Pistaferri, 2020). But survey data can also come with severe measurement errors as discussed by Karlan and Zinman (2008); Olafsson and Pagel (2018a); Radermacher (2022). Not all of these can be regarded as random noise, some might lead to structural biases. Common issues on the respondent-side (which might also apply to our data) are: (i) concerns about data privacy, (ii) social stigma about responses, (iii) lack of incentive for providing correct answers, (iv) misunderstanding the question, and (v) a gap between reported and actual behavior. Since we did not elicit the data ourselves, we can further make no absolute claims on the quality of the survey conduct, i.e. errors on the surveyor-side. All these aspects should be kept in mind when interpreting our data and results.

5.2 Parameter Choices

Outcomes of machine learning models such as random forests or XGBoost vary with the parametrization. To make optimal use of the available data, cross validation is used. For the random forest, five-fold cross-validation is used on a grid of 18 parametrization candidates, which consists of 10 or 100 trees in the forest; 4, 8, or 16 levels as maximum tree depth; and 10, 50, and 100 samples as minimum per node. For XGBoost, the parameter grid is the same except for the minimum nodes per tree, which is replaced by a learning rate of 0.1, 0.2, and 0.3.

For the MPC classification problem, MPC scores are split into low (below 35), medium (35 to 65), and high (above 65) in accordance with the observation that for most countries, MPC scores spike at 0, 50, and 100. Given that the MPC is not an exact measure, but only a subjective response to a hypothetical question, the choice seems reasonable. Since MPC scores for the Netherlands do not spike at 100, but are mostly at or below 50, another categorization could be tried in subsequent research. Robustness checks for the other countries with differing splits (e.g., at 30 and 70; or at 25, 50, 75; or derived from a decision tree) could also be appropriate.
5.3 Why Do Age and Wealth Splits Differ per Country?

Table 2 presents key statistics (aggregate replacement rate, normal retirement age, future normal retirement age) for the Netherlands, Germany, France and Italy in combination with the upper age splits used by Christelis et al. (2019) and those suggested by the decision trees which were used in our final model.

<table>
<thead>
<tr>
<th>Aggregate replacement ratio for pensions in 2016</th>
<th>NL</th>
<th>DE</th>
<th>FR</th>
<th>IT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal retirement age in 2016</td>
<td>65.5</td>
<td>65</td>
<td>61.6</td>
<td>66.6 (65.6)</td>
</tr>
<tr>
<td>Future normal retirement age for those born in 1996</td>
<td>71</td>
<td>65</td>
<td>63</td>
<td>71.2</td>
</tr>
<tr>
<td>Highest age split suggested by Christelis et al. (2019)</td>
<td>65</td>
<td>65</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>[0.004] [0.009] [0.074] [0.037]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest age split suggested by decision tree in final model</td>
<td>73</td>
<td>63</td>
<td>58</td>
<td>56</td>
</tr>
<tr>
<td>[0.019] [0.016] [0.074] [0.039]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The age split applied by Christelis et al. (2019) is close to the normal retirement ages in 2016 for the Netherlands, Germany and Italy. Our age splits for the Netherlands and Germany are very close to their future normal retirement ages. These two countries also have an aggregate replacement rate at or below 50%, significantly lower than France and Italy. In these countries, the replacement ratios are around 70% - pension entry should therefore not have such severe financial impacts as in the Netherlands and Germany. Our upper age splits are significantly lower than those applied by Christelis et al. (2019) and we still produce the same or a slightly better regression fit although we use less variables. For the Netherlands and Germany the improvement in regression fit is even stronger from 0.004 to 0.019 and from 0.009 to 0.016, respectively.

We interpret the results in a way that differing wealth distributions and retirement systems across the studied Eurozone members have an impact on consumption behavior. This should be relevant to policy makers to take inter-country heterogeneity in consumption patterns into account when...
conducting joint Eurozone monetary policy and introducing increasingly supranational fiscal tools at the authority of the EU.

5.4 Integrating Decision Trees into Econometric Analysis

I showed how simple decision trees can be used for econometric analysis, when one desires to create data-driven dummies out of continuous variables. Although decision trees are not very robust, they are extremely intuitive, transparent, and easy to communicate to regulators. Applying them in combination with traditional econometric analysis is a good mix between (black-box) machine learning and traditional econometrics without the need for large data sources or much computing power.

Andini et al. (2018) of the Italian central bank, also use decision trees in their analysis of whom best to target for a tax rebate in Italy. They suggest that policies should be better targeted to an audience that benefits from the policy. Identifying who could best benefit from a policy is seen as a classical prediction task, where machine learning excels at. Lewis et al. (2019) also use machine learning algorithms on consumption response data and discover considerable levels of heterogeneity in the response to transitory income shocks.

Finally, we would like to emphasize that also traditional econometric approaches apart from OLS might be beneficial for future MPC research. Censored regression could be appropriate since the MPC scores are on a censored scale from 0 to 100. Logistic regression can be used for binary classification instead of decision trees. And quantile regression can be a good alternative to deal with non-linear data. Comparing the outcomes of these methods to the OLS-models that were augmented by machine learning would be a good exercise for future research.

6 Conclusion

We analyze consumption patterns across Germany, France, Italy, and the Netherlands assessing the age and wealth impact on the marginal propensity to consume (MPC). We take Christelis et al. (2019) as a starting point for our regression analysis and make use of decision trees to derive data-driven distribution splits for age and wealth dummies for subsequent analysis. Our customized regression specifications feature higher or equal model fit than the initial specifications and also significant coefficients.
We interpret the results as indication for structural differences in age and wealth across the investigated Eurozone countries, which affect the MPC. These differences can arise from distinct regulatory systems, e.g. concerning retirement age or pension type. Our analysis is further substantiated by the use of more advanced supervised machine learning methods which are built upon decision trees. Also the results of this analysis point out country-differences and heterogeneity regarding the MPC across Europe.

Our findings are of particular importance to European policymakers who conduct joint monetary policy for the Eurozone and see increasing fiscal influence on the supranational EU level. Comparing consumption patterns between countries enables to better assess the impact of changes in taxes, transfers, inflation, interest, and exchange rates on individual purchasing power and key macroeconomic variables like aggregate demand.

Using decision trees, this paper has additional methodological and educational purposes. Methodologically, it is shown how decision trees as simple, flexible, and intuitive tools can be used in combination with the more rigid traditional linear regression. This is particularly useful when dealing with non-linear data. Educationally, decision trees are interesting as they are the building blocks of more complex supervised machine learning tools. Its use in this paper provides intuition on what algorithms like random forests or XGBoost actually do.
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Appendices

A Descriptive Plots

Figure A.1: Descriptive plots for Germany. CashOnHand is winsorized at 1% and 98% for visualization purposes. All data is taken from the third wave (2017) of the HFCS [HFCN], 2020b.
Figure A.2: Descriptive plots for France. CashOnHand is winsorized at 1% and 98% for visualization purposes. All data is taken from the third wave (2017) of the HFCS [HFCN, 2020b].
Figure A.3: Descriptive plots for Italy. CashOnHand is winsorized at 1% and 98% for visualization purposes. All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).
B Decision Trees

Figure A.4: Decision trees for Germany. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).

Figure A.5: Decision trees for France. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).
Figure A.6: Decision trees for Italy. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).
## Regression Tables

<table>
<thead>
<tr>
<th></th>
<th>(1) MPC</th>
<th>(2) MPC</th>
<th>(3) MPC</th>
<th>(4) MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age_BTW_35_50</td>
<td>3.614*</td>
<td>(2.172)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_BTW_50_65</td>
<td>3.805*</td>
<td>(1.983)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_GEQ_65</td>
<td>9.520***</td>
<td>(1.977)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>-2.215*</td>
<td>(1.228)</td>
<td>-2.390*</td>
<td>-2.126*</td>
</tr>
<tr>
<td>FamilySize</td>
<td>0.493</td>
<td>(0.541)</td>
<td>0.618</td>
<td>0.538</td>
</tr>
<tr>
<td>CashOnHand_Q2</td>
<td>-1.129</td>
<td>(1.554)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CashOnHand_Q3</td>
<td>-1.604</td>
<td>(1.571)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CashOnHand_Q4</td>
<td>-6.220***</td>
<td>(1.597)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_LEQ_37</td>
<td>-4.248***</td>
<td>(1.587)</td>
<td>-4.519***</td>
<td>(1.598)</td>
</tr>
<tr>
<td>Age_GEQ_63</td>
<td>5.614***</td>
<td>(1.279)</td>
<td>6.186***</td>
<td>5.794***</td>
</tr>
<tr>
<td>CashOnHand_LEQ_p272</td>
<td>3.946*</td>
<td>(2.399)</td>
<td></td>
<td>1.859</td>
</tr>
<tr>
<td>CashOnHand_GEQ_p337</td>
<td>0.778</td>
<td>(2.257)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CashOnHand_GEQ_p856</td>
<td>-10.716***</td>
<td>(1.571)</td>
<td>-10.205***</td>
<td>(1.611)</td>
</tr>
<tr>
<td>Intercept</td>
<td>48.886***</td>
<td>(2.164)</td>
<td>52.262***</td>
<td>(1.627)</td>
</tr>
<tr>
<td>Obs.</td>
<td>4940</td>
<td>4940</td>
<td>4940</td>
<td>4940</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.009</td>
<td>0.015</td>
<td>0.007</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Table B.1: Regression results for Germany. Regression (1) takes the specification by [Christelis et al. (2019)](https://ssrn.com/abstract=4360002), regressions (2) and (3) take splits suggested by the decision trees, regression (4) is a combination of (2) and (3). All data is taken from the third wave (2017) of the HFCS [HFCN, 2020b].
Table B.2: Regression results for France. Regression (1) takes the specification by Christelis et al. (2019), regressions (2) and (3) take splits suggested by the decision trees, regression (4) is a combination of (2) and (3). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).
<table>
<thead>
<tr>
<th></th>
<th>(1) MPC</th>
<th>(2) MPC</th>
<th>(3) MPC</th>
<th>(4) MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age_BTW_35_50</td>
<td>-4.712**</td>
<td>(2.160)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_BTW_50_65</td>
<td>-7.478***</td>
<td>(2.077)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_GEQ_65</td>
<td>-9.968***</td>
<td>(2.022)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.357</td>
<td>(0.863)</td>
<td>0.349</td>
<td>0.347</td>
</tr>
<tr>
<td>FamilySize</td>
<td>1.160***</td>
<td>(0.371)</td>
<td>0.898**</td>
<td>0.934***</td>
</tr>
<tr>
<td>CashOnHand_Q2</td>
<td>-4.931***</td>
<td>(1.121)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CashOnHand_Q3</td>
<td>-11.476***</td>
<td>(1.127)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CashOnHand_Q4</td>
<td>-13.768***</td>
<td>(1.134)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_LEQ_62</td>
<td>0.700</td>
<td>(1.301)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age_GEQ_68</td>
<td>-4.892***</td>
<td>(1.345)</td>
<td>-5.404***</td>
<td>-5.400***</td>
</tr>
<tr>
<td>CashOnHand_LEQ_p364</td>
<td>11.156***</td>
<td>(0.832)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CashOnHand_LEQ_p371</td>
<td>7.352***</td>
<td>(1.120)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CashOnHand_GEQ_p560</td>
<td>-5.626***</td>
<td>(1.088)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>59.362***</td>
<td>(2.155)</td>
<td>42.050***</td>
<td>46.157***</td>
</tr>
<tr>
<td>Obs.</td>
<td>7420</td>
<td>7420</td>
<td>7420</td>
<td>7420</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.037</td>
<td>0.035</td>
<td>0.039</td>
<td>0.039</td>
</tr>
</tbody>
</table>

Table B.3: Regression results for Italy. Regression (1) takes the specification by [Christelis et al. (2019)](https://ssrn.com/abstract=4360002), regressions (2) and (3) take splits suggested by the decision trees, regression (4) is a combination of (2) and (3). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).
D Random Forests

Figure A.7: Feature importance of random forest analysis for Germany. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).

Figure A.8: SHAP values of random forest analysis for Germany. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN, 2020b).
Figure A.9: Feature importance of random forest analysis for France. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS [HFCN, 2020b].

Figure A.10: SHAP values of random forest analysis for France. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS [HFCN, 2020b].
Figure A.11: Feature importance of random forest analysis for Italy. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS [HFCN, 2020b].

Figure A.12: SHAP values of random forest analysis for Italy. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS [HFCN, 2020b].
E XGBoost Models

Figure A.13: Feature importance of XGBoost analysis for Germany. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN 2020b).

Figure A.14: SHAP values of XGBoost analysis for Germany. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN 2020b).
Figure A.15: Feature importance of XGBoost analysis for France. The left graph shows a classification on low MPC values (\(< 35\)), the right graph shows a classification on high MPC values (\(> 65\)). All data is taken from the third wave (2017) of the HFCS \cite{HFCN2020b}.

Figure A.16: SHAP values of XGBoost analysis for France. The left graph shows a classification on low MPC values (\(< 35\)), the right graph shows a classification on high MPC values (\(> 65\)). All data is taken from the third wave (2017) of the HFCS \cite{HFCN2020b}. 
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Figure A.17: Feature importance of XGBoost analysis for Italy. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN 2020b).

Figure A.18: SHAP values of XGBoost analysis for Italy. The left graph shows a classification on low MPC values (< 35), the right graph shows a classification on high MPC values (> 65). All data is taken from the third wave (2017) of the HFCS (HFCN 2020b).
<table>
<thead>
<tr>
<th>Model Type</th>
<th>Low MPC</th>
<th>High MPC</th>
<th>Low MPC</th>
<th>High MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC on training data</td>
<td>AUC on training data</td>
<td>AUC on test data</td>
<td>AUC on test data</td>
</tr>
<tr>
<td>Random Forest: Low MPC</td>
<td>0.623</td>
<td>0.754</td>
<td>0.503</td>
<td>0.303</td>
</tr>
<tr>
<td>Random Forest: High MPC</td>
<td>0.648</td>
<td>0.785</td>
<td>0.502</td>
<td>0.476</td>
</tr>
<tr>
<td>XG Boost: Low MPC</td>
<td>0.648</td>
<td>0.785</td>
<td>0.502</td>
<td>0.476</td>
</tr>
<tr>
<td>XG Boost: High MPC</td>
<td>0.648</td>
<td>0.785</td>
<td>0.502</td>
<td>0.476</td>
</tr>
<tr>
<td>Number of Observations</td>
<td>1735</td>
<td>4940</td>
<td>13685</td>
<td>7420</td>
</tr>
</tbody>
</table>

Table B.4: Model fit for supervised machine learning models. All data is taken from the third wave (2017) of the HFCS [HFCN 2020b].
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