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Abstract

This thesis is devoted to the developement of a classical model the
study of the energetics and stability of carbon nanotubes. The ahivation
behind such a model stems from the fact that production of nanobes in a
well-controlled manner requires a detailed understanding their energetics.
In order to study this di erent theoretical approaches are pssible, rang-
ing from the computationally expensive quantum mechanicalrst principle
methods to the relatively simple classical models. A wisely dewpled classi-
cal model has the advantage that it could be used for systems ofygmossible
size while still producing reasonable results.

The model developed in this thesis is based on the well-knowguid drop
model without the volume term and hence we call it liquid surfee model.
Based on the assumption that the energy of a nanotube can be exgsed in
terms of its geometrical parameters like surface area, cutuee and shape
of the edge, liquid surface model is able to predict the bindjnenergy of
nanotubes of any chirality once the total energy and the chat indices of
it are known. The model is suggested for open end and capped niautes
and it is shown that the energy of capped nanotubes is deterngid by ve
physical parameters, while for the open end nanotubes threerpaeters are
su cient. The parameters of the liquid surface model are detenined from
the calculations performed with the use of empirical Terso ath Brenner
potentials and the accuracy of the model is analysed. It is shawhat the
liquid surface model can predict the binding energy per atonoif capped
nanotubes with relative error below 0.3% from that calculad using Brenner
potential, corresponding to the absolute energy di erence g less than
0.01 eV.

The in uence of the catalytic nanoparticle on top of which a anotube
grows, on the nanotube energetics is also discussed. It is demoaistd that
the presence of catalytic nanoparticle changes the bindingergy per atom in



such a way that if the interaction of a nanotube with the catalyic nanopar-
ticle is weak then attachment of an additional atom to a nanatbe is an
energetically favourable process, while if the catalytic naparticle nanotube
interaction is strong , it becomes energetically more favoaible for the nan-
otube to collapse. The suggested model gives important insighitsthe ener-
getics and stability of nanotubes of di erent chiralities aml is an important
step towards the understanding of nanotube growth process.

Young modulus and curvature constant are calculated for sirggwall car-
bon nanotubes from the paremeters of the liquid surface modehd demon-
strated that the obtained values are in agreement with the vaks reported
earlier both theoretically and experimentally. The calcidted Young modulus
and the curvature constant were used to conclude about the agcegy of the
Terso and Brenner potentials. Since the parameters of the ligd surface
model are obtained from the Terso and Brenner potential caldations, the
agreement of elastic properties derived from these parametarorresponds to
the fact that both potentials are capable of describing the aktic properties
of nanotubes. Finally, the thesis discuss the possible extensiontioé model
to various systems of interest.



Zusammenfassung

Kohlensto nanomhren (englisch Carbon Nanotubeskurz CNT), sind zy-
lindrische Kohlensto allotrope, deren Durchmesser im Nanometieereich lie-
gen. Seit ihrer Entdeckung 1991 durch Sumio lijima (NEC) [1] wrden viele
au ergewehnliche Eigenschaften der CNT erforscht, die das Rmtial be-
sitzen sowohl Technologie als auch Forschung in diesem Gebietgio em
Ma e zu revolutionieren. Obwohl ein detailliertes experirantelles Verstand-
nis von Kohlensto nanomhren und ihren Eigenschaften vorhaden ist, kon-
nten keine gro en Fortschritte aus theoretischer Sicht erzieverden. Dies
fuhrt zu einem der meist diskutierten Probleme im Gebiet der ikhlensto -
nanomhrenforschung: die kontrollierte Herstellung von Narm®hren. Trotz
gro er Bemwhungen der Experimentalphysiker Kohlensto narmmhren hoher
Qualitat zu produzieren, ist das Problem noch ungelest, dasein tieferes
Verstandnis von Kohlensto nanomhren aus einer theoretisoen Perspektive
voraussetzt.

Um die Charakteristiken von Kohlensto nanomhren theoretisb zu un-
tersuchen, werden verschiedene Methoden erwendet, die \am initio rst
priciple Methoden wber empirische Potentiale bis hin zu klssischen Mo-
dellen reichen. Ab initio Methoden sind rechnerisch teuer, so dass sie auf
Systeme mit wenigen Atomen limitiert werden mussen. Empiris@& Poten-
ziale kennen fur gm ere Systeme verwendet werden, aberuah sie haben
ihre Grenzen, wenn es um die Gm e des betrachteten Systemehy. Um
zum Beispiel ein System mit Millionen von Atomen zu analysieremwerden
empirische Potentiale nicht gewahlt. In solch einem Fall welen stattdessen
klassische Modelle als sinnvoller Ersatz angewandt. Jedes Mo dalsiert auf
einem Parametersatz, der mitab initio Methoden oder mit empirischen Po-
tentialen bestimmt worden ist. Sind die Parameter des Modellserechnet,
kann das Modell dazu verwendet werden, die Eigenschaften detrachteten
Systems vorherzusagen.



Wie anfangs beschrieben, ist eine der gro en Herausforderungender
Forschung an Kohlensto nanomhren ihre kontrollierte Herstdung. Um ei-
nen detaillierten theoretischen Einblick in dieses Problemuzbekommen, ist
es wichtig, die Energetik, besonders im Hinblick auf Bindungsergien und
die Stabilitat der Nanomhren systematisch zu verstehen. In devorliegenden
Arbeit haben wir uns far die klassische Modellperspektive entsiden, um
uns dieser Fragestellung zu mahern. Unser Ziel war es, ein klassestMo-
dell zu entwickeln, welches die Charakteristiken der Bindgsenergie und die
Stabilitat der Kohlensto nanomhren erklaren kann. Unser Modell haben wir
in Anlehnung an dasliquid drop Modell (Flassigkeitstropfenmodell), welches
in der Kern- und atomaren Cluster-Physik bekannt ist, dadiquid surface
Modell (Flsassigkeitsoberachenmodell) genannt. Dem Modélliegt die An-
nahme zugrunde, dass sich die Energie der Nanomhren in Abhagkeit von
geometrischen Parametern wie Oberache, Kmmmung und Fon des Randes
ausdracken sst.

Das liquid surface Modell wurde far Kohlensto nanomhren mit o enem
und bedecktem Ende vorgeschlagen. Es wurde gezeigt, das dreigie
bedeckter Nanomhren von fanf physikalischen Parametern Iseémmt wird,
wahrend far Kohlensto nanomhren mit o enem Ende drei Parameter aus-
reichen. Die Parameter de$iquid surface Modells wurden mit Hilfe des Ter-
so und Brenner Potentials ermittelt. Die Genauigkeit des Malells wurde
ebenfalls analysiert. Es konnte so gezeigt werden, dass digsiid surface
Modell die Bindungsenergie pro Atom einer Nanomhre mit eimerelativen
Fehlerrate von unter 0,3% vorhersagen kann, was einem abselutEnergie-
unterschied unter 0.01 eV entspricht.

Der Ein uss eines katalytischen Nanopartikels, auf dem eine Narehre
wachst, wurde ebenfalls diskutiert. Es wurde gezeigt, dasstkdytische Nano-
partikel verheerende Auswirkungen auf die BindungsenergieqpAtom haben.
Insbesondere wurde demonstriert, dass, wenn die Wechselwirkumgee Na-
nomhre mit einem katalytischen Nanopartikel schwach ist (d.h . 1 eV),



der Anbau eines zusatzlichen Atoms ein energetisch ganstig&rozess ist.
Ist dagegen die Wechselwirkung stark (d.h.& 1 eV), ist der Zerfall der
Nanomhre energetisch ganstiger. Das vorgeschlagene Modgibt wichtige

Einsichten in die Energetik und Stabilitat von Nanomhren unterschiedlicher
Chiralitat und liefert einen wichtigen Beitrag zum Verstandnis des Wachs-
tumsprozesses von Nanomhren.

Des weiteren haben wir die Elastiziat von Nanomhren analsiert und
Vergleiche mit verfagbaren experimentellen Messungen undsfieren theo-
retischen Vorhersagen gemacht. Wir haben das Youngsche Moduldudie
Knammungskonstante far einwandige Kohlensto nanomhrenaus den Para-
metern desliquid surface Modells berechnet und gezeigt, dass die resultieren-
den Werte in Einklang mit den fraher publizierten Werten sird. Das berech-
nete Youngsche Modul und die Kmmmungskonstante wurden vernmdet, um
Ruckschlssse uber die Genauigkeit des Terso und Brenner Pentials zu
ziehen. Die Elastizitatseigenschaften wurden von den Parateen des lig-
uid surface Modells abgeleitet, folglich korrespondieren sie mit den lbesh-
neten Werten der Grundstruktur des Terso und Brenner Potentals. Es
wurde gezeigt, dass die bestimmten Werte des Youngschen Moduisl die
Knmmungskonstante innerhalb der voher publizierten Berehe fdar beide
Potentiale liegen. Dies deutet darauf hin, dass das Terso unBrenner Po-
tential die Elastizilatseigenschaften von Nanomhren adagat beschreibt.

Obwohl in dieser Arbeit das Modell lediglich far o ene und beeéckte,
einwandige Kohlensto nanomhren entwickelt wurde, keniie es erfolgreich
auf eine Vielfalt von Systemen erweitert werden. Dies wdrdeadiurch er-
reicht, dass zusatzliche Terme, die die Geometrie des betheten Systems
beschreiben, in den Ausdruck der Gesamtenergie hinzugenommegraden.
Zum Beispiel kennte durch Addition eines Terms far Volumenaergie, die
Untersuchung der Energetik und Stabiliat von mehrwandigerNanomhren
ermeglicht werden. Eine andere wichtige Kategorie von Namghren, die mit
Hilfe desliquid surface Modells analyisert werden kennten, sind deformierte
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(wie toroidale oder spirale) Nanomhren. Deformierte Nanahren haben in
letzter Zeit hohe Aufmerksamkeit erregt, da beobachtet wurdedass me-
chanische Deformationen die elektrischen Eigenschaften vonidgeshren er-
heblich beein ussen kennen.

Eine andere wichtige Eigenschaft, die mit derfiquid surface Modell un-
tersucht werden kennte, ist die Wechselwirkung mehrerer Nangiiren, zum
Beispiel in kristallinen Feldern. Bei der Herstellung wachsen CNTneist
in Bandeln oder Waldern, einzelne Nanomhren werden ausain Bundel
durch verschiedene Puri kationsmethoden separiert. Die Wesklwirkung
von Nanomhren in einem Feld spielt eine wesentliche Rolle im&@ghstum des
gesamten Systems und kann mit Hilfe delsquid surface Modells analysiert
werden.

Auch die Untersuchungen von elastischen Eigenschaften kennenf aiele
verschiedene Systeme wie mehrwandige Nanomhren, Nanoseilel iNano-
bundel, welche als potentielle Kandidaten far hoch feste [terialien gesehen
werden, erweitert werden. Ein besseres Verstandnis der elasthen Eigen-
schaften solcher Systeme wdrde helfen, leichtere und festeratgrialien zu
produzieren, was far die Industrie von besonderem Interesse.ist

Wachstumsmechanismen von Kohlensto nanomhren sind ein vieligku-
tiertes Thema und es gibt viele sich widersprechende Aussagen tsdghlich
ist eines der Hauptprobleme, dem sich Experimentalphysiker im dinent
stellen, die Produktion von Nanomhren mit gegebener Chirdat. Ein Schlss-
sel zu diesem Problem ist, das Vers@andnis uber die Eigenscheaift der Bin-
dungsenergie und die Stabiliat der Nanomhren in der Gegevart von ka-
talytischen Nanopartikeln zu erweitern. Dasliquid surface Modell kennte
durch die Analyse des Verhaltens der Bindungsenergien von Nastoen
verschiedener Chiralilat einige Einsichten in diese Themakiliefern. Un-
sere Studien haben gezeigt, dass die Wechselwirkungen mit kgtischen
Nanopartikeln einen gro en Ein uss auf die Energetik und dadcch auf den
Wachstumsmechanismus der CNT haben. Die Untersuchung kann durceiv
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wendung spezieller Potentiale fur diese Interaktion erwestt werden. Deswei-
teren sollte, um ein angemessenes Verstandnis des Wachstumsmegdgmuses
von Kohlensto nanomhren zu bekommen, die Interaktion vonNanomhren
und katalytischen Partikeln mit dem Substrat betrachtet und n zukanftigen
Analysen und Studien mit einbezogen werden.
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Introduction

Carbon is considered to be one of the few elements known to humasince
antiquity which appears in a variety of forms It is the fourthmost abundant
element in the universe by mass after hydrogen, helium, and agn. It
is present in all known life forms, and in the human body, carbois the
second most abundant element by mass (about 18.5%) after oxyd@h This
abundance together with the unique diversity of organic congunds and their
unusual polymer-forming ability at the temperatures commoly encountered
on earth, make this element the chemical basis of all knowndif Atomic
carbon is a very short-lived species and therefore, carbon isalsilised in
various multi-atomic structures with di erent molecular con gurations called

allotropes. In each allotrope, the atoms are bonded togethan a totally

manner.

The three relatively well-known allotropes of carbon are aamphous car-
bon, graphite, and diamond. Amorphous carbon has no crystail struc-
ture. In diamond, the carbon atoms are bonded together in a t@hedral
lattice arrangement, while in graphite, they are bonded tagther in sheets of
a hexagonal lattice. Because of these di erences in arrangaref atoms, the
physical properties of carbon vary widely with the allotropt form. Diamond
is highly transparent, while graphite is opaque and black. @mond is among
the hardest materials known, while graphite is soft enough tmfm a streak
on paper. Diamond has a very low electric conductivity, whal graphite is
a very good conductor. Also, diamond has the highest thermal cductiv-
ity of all known materials under normal conditions. All the albtropic forms
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are solids under normal conditions but graphite is the most thienodynam-

ically stable. During the previous decades, other allotropiforms of carbon
are synthesised which include buckyballs [3], carbon nanotubégl], carbon
nanobuds [4], and nano bres [5]. Several other exotic allmpes have also
been discovered, such as aggregated diamond nanorods [6]sdatfeite [7],

glassy carbon [8] and carbon nanofoam [9]. A few of these allqgies are
shown in Fig. 1.1.

Figure 1.1: Figure illustrating eight di erent allotropes d carbon. a) Dia-
mond, b) Graphite, c¢) Lonsdaleite, d) Buckminsterfullerene©60), e) C540,
f) Fullerene (C70), g) Amorphous carbon, h) single-walled chon nan-
otube [10].
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Carbon nanotubes (CNTs) are cylindrical shaped allotropes ofabon
whose diameter lie in the range of nanometers. Ever since theiscovery by
Sumio lijima of NEC in 1991 [1] huge amount of research is bein@rk in
this eld and people realized their exceptional qualities wich could revolu-
tionise technology. Although a detailed understanding of cadn nanotubes
and their properties are known experimentally, the researehs could not
progress much in understanding them from a theoretical pointfaview. This
leads to one of the most discussed issues in the eld of carbon nartwts
research, namely, producing nanotubes in a well-controlledanner. Despite
the huge amount of e orts by experimentalists to produce higlyuality carbon
nanotubes in a desired manner, the issue remains still open. Thismands a
detailed understanding of carbon nanotubes from a theoresitpoint of view.

In order to study the properties of carbon nanotubes theoretally, re-
search community uses all possible methods ranging frah initio rst prin-
ciple methods, empirical potentials, and classical modelsAb initio rst
principle methods are computationally expensive and henchdy are limited
to systems of a few atoms. Empirical potentials can be used for by sys-
tems but they too have their own limitations on the size of the stem to
be studied. For example, in order to study a system with millionsfatoms,
empirical potentials are not favoured. In such cases, classicabdels could
be used as a successful substitute. Every model is based on a set ofrpara
ters which could be obtained from rst principle calculatiors or calculations
using empirical potentials. Once the parameters of the modefteaobtained
the model could be used to predict the characteristics of the sysh under
consideration.

1.1 Aims of the thesis

The major problem facing in carbon nanotube research is proction of nan-
otubes in a well-controlled manner. Unless they are produced & controlled
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manner, the commercialisation of nanotubes is impossible. Imder to get a
detailed theoretical understanding of this problem, one nds to understand
the energetics, especially the binding energy characteridjcand stability of

nanotubes in a systematic way. This problem could be approaach&om dif-

ferent theoretical points. In this thesis, we approach this ptdem from a
classical model perspective. So, the aim of this work is to dewpla classical
model which can successfully explain the binding energy charagstics and
stability of carbon nanotubes. We call this model as liquid suaice model.
The model assumes that the energy of a nanotube can be expressetims

of its geometrical parameters like surface area, curvaturen@ edge. The
model is developed for both open end and capped carbon narm#s and it
is used for the study of elastic properties of nanotubes as well the e ect

of catalytic particles on the stability of them.

Although in this thesis we developed the model only for open erahd
capped single-walled carbon nanotubes, it could be successfetygended for
the study of a variety of systems. This is achieved by adding extrigrms in
the total energy which take into account the geometry of the sgems under
consideration. For example, adding a volume energy term waluénable the
model to be used as a tool for the study of the energetics and st#yi of
multiwall nanotubes. Another important category of nanotubs which could
be studied with the help of liquid surface model is deformed natubes like
toroidal or spiral shaped. Deformed nanotubes are getting muaattention
recently because of the discovery that mechanical deformat® can change
the electrical properties of nanotubes tremendously.

One of the most debated topics in nanotube research is its grdwinech-
anism. Although considerable achievement is gained in the expeental
aspect of this problem, theoretical understanding remains legively poor.
The rst and foremost requirement for the commercialisation ohanotube-
based products is the ability to produce nanotubes of desiredhicality. A
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key to this problem is the understanding of the binding energgharacteris-
tics and stability of nanotubes in presence of catalytic nan@pticles. Liquid

surface model is able to provide at least some qualitative undganding on
this topic by analysing how the energetics of nanotubes chaegydepending
on the presence of a catalytic nanoparticle.

The thesis is organised as follows. Chapter 2 gives an overviefvcar-
bon nanotubes. The historical development which led to the dieeery of
carbon nanotubes as well as the classi cation of nanotubes goeesented in
section 2.1. Section 2.2 is devoted for the theoretical degation of carbon
nanotubes, where the concept of chirality is introduced. Thiéree major ex-
perimental methods used for the production of carbon nanot@s along with
their advantages and disadvantages are described in SectiaB.2Section 2.4
overviews the possible applications of carbon nanotubes.

Various physical properties of carbon nanotubes obtainedoim experi-
ments and theory are described in Chapter 3. In section 3.1 theethanical
properties including Young's modulus and tensile strength atarbon nan-
otubes are explained. Electronic properties are described section 3.2.1
and thermal properties are explained in section 3.2.2. Thislfows with Sec-
tion 3.2.3, which deals with the optical properties of naneibes. Finally,
section 3.3 of the chapter explains how various physical prapies of a nan-
otube are in uenced by defects on them.

Chapter 4 deals with di erent theoretical methods employedn general
for the study of carbon nanotubes. Section 4.1 gives a brief oview on
rst principle, semi-empirical and empirical methods. This isfollowed by a
detailed description of di erent force elds used in this thess for obtaining
parameters of our model in section 4.2. Theoretical framewonf Brenner
potential and Terso potential are detailed in this section.

Liquid surface model for open and capped carbon nanotubes aitglthe-
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oretical framework are given in Chapter 5. This chapter stag with an in-
troduction to the model and gradually explains the theoretial background
of the model and the results obtained by this model.

The thesis is summarised in Chapter 6 and the possible extensiondhod
model are discussed.



Carbon Nanotubes: Structure,
Synthesis and Applications

2.1 Introduction

Carbon nanotubes are tube shaped allotropes of carbon whichve typical
diameters of a few nanometers and aspect ratios greater thad0l[1]. Aspect
ratio refers to the ratio between the diameter and the lengtlof the tube.
Their name is derived from their size, since the diameter of a natube is
on the order of a few nanometers. Although there are other clagrin the
scienti ¢ world, lijima of NEC is generally accepted as the disaverer of
carbon nanotubes [1].

2.1.1 History of nano bres

It appears that the rst carbon laments of nanometer dimensims were pre-
pared in the 1970s by Morinobu Endo, as part of his PhD studies ¢he
University of Orleans in France [11]. He grew carbon bres aboul nm
in diameter using a vapour-growth technique, but these lames were not
recognised as nanotubes and were not studied systematically. was not
until 1991, when Sumio lijima of the NEC Laboratory in Tsukuba sed
high-resolution transmission electron microscopy (HRTEM) to obsee car-
bon nanotubes [1], that the eld really started to take o. Researchers at
the Institute of Chemical Physics in Moscow independently diswered car-
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bon nanotubes and nanotube bundles at about the same time, btitese
generally had a much smaller length-to-diameter ratio [12]The shape of
these nanotubes led the Russian researchers to call them bamele The
history of carbon nanotube discovery is reviewed in detail elsbere [13].
The discovery of fullerenes by Harold Kroto of Sussex University ithe UK

and Richard Smalley and co-workers at Rice University in the US] stimu-

lated researchers to explore carbon laments further. Indek the realization
that the ends of carbon nanotubes must be fullerene-like capgplained the
fact that the diameter of a carbon nanotube could only be as sihas a
fullerene molecule.

If one neglects the two ends of carbon nanotube and focus oretlarge
aspect ratio of the cylinder, these nanotubes can be considerad one-
dimensional nanostructures. Ever since the discovery of carboanotubes,
considerable research has been devoted to the study of variousperties
of it. Nanotubes can be either electrically conductive or segonductive,
depending on their helicity, leading to nanoscale wires andeetrical compo-
nents. These one-dimensional bres exhibit electrical condtieity as high as
copper, thermal conductivity as high as diamond, strength I0times greater
than steel at one sixth the weight, and high strain to failure. Infact, they
are considered to be the strongest bres known.

2.1.2 Classi cation of carbon nanotubes

Carbon nanotubes are classi ed into various categories acdorg to di erent

criteria. One of the most important classi cation is as single-alled car-
bon nanotubes (SWCNTSs) and multi-walled carbon nanotubes (MW@NTS).

As the name suggests, this classi cation is based on the number of isah
nanotube possesses. A multi-walled nanotube has multiple numbkesf con-
centric single-walled nanotubes whose radii are di erent. Bi 2.1 illustrates
this type of classi cation where the rst gure shows a single-wded nan-
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Single-walled Double-walled Multi-walled
Carbon Nanotube Carbon Nanotube Carbon Nanotube

Figure 2.1: Figure illustrating single-walled (SW), double~alled (DW) and
multi-walled (MW) carbon nanotubes (CNTs). Multi-walled nanotubes are
formed by multiple single walled nanotubes of di erent radii In general, any
number of concentric cylinders are possible for a multi-watlenanotube [14].

otube, the second gure depicts a double-walled nanotube aride third one

is a multi-walled nanotube.

As it is evident from Fig. 2.1, a single-walled carbon nanotubean be
described as a graphene sheet rolled into a cylindrical shape s$mit the
structure is one dimensional with axial symmetry, and in genefaxhibiting
a spiral conformation, called chirality. Chirality de nes how much twist a
carbon nanotube has and it is this quantity which determinethe symmetry
of a nanotube. In accordance with their symmetry, carbon namabes are
classi ed as chiral and achiral. An achiral carbon nanotube isadned by a
carbon nanotube whose mirror image has an identical structute the orig-
inal one. There are only two cases of achiral nanotubes, nameligzag and
armchair. The details of this kind of classi cation is describ@ in Sec. 2.2.1.

2.2 Structure of carbon nanotubes

All single-walled carbon nanotubes can be visualised as a comfiat mapping
of 2D graphite (graphene) onto the surface of a cylinder [1,]L5The rolling
of a graphene sheet can be done in many di erent ways and eachtlbém
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gives nanotubes of di erent twist. In general, the structure ba single-walled
carbon nanotube is speci ed by a vector called chiral vectoryhich is per-
pendicular to the axis of the nanotube. When a graphene shestrolled into
a nanotube, not only the carbon atoms have to line up around ghcircumfer-
ence of the tube, but the quantum mechanical wavefunctiond the electrons
must also match up. In quantum mechanics the electrons are smedrout;
in a nanotube this electron smear must match up when going onceoand
the tube. This matching requirement restricts the types of waefunctions
that the electrons can have, which then a ects the motion oftie electrons.
Depending on exactly how the tube is rolled up, the nanotubean be either a
semiconductor or a metal. The concept of chiral vector and o#n symmetry
related concepts in a nanotube are discussed in the following sebtions.

2.2.1 Chiral vector

The idea of obtaining a carbon nanotube from a graphene sheeat\aell as the
concepts of zigzag, armchair and chiral nanotubes are discusse Fig. 2.2.
As mentioned before, the way of rolling the graphene sheet datenes the
chirality of a nanotube [15,17,18]. The chirality is speci d by two integer
numbers,n and m, where 0 m n. This condition arises because of the
hexagonal symmetry of the honeycomb lattice. The hexagonal mynetry
of the lattice makes sure that corresponding to every nanotubgith m > n
there exists an equivalent nanotube withO m  n. If m = 0, the nanotube
is called zigzag while im = n, itis called armchair. The names armchair and
zigzag arise from the shape of the cross-sectional ring. All otheanmotubes
are called chiral nanotubes [17]. Fig. 2.3 shows an armchaincha zigzag
nanotubes where the shape of the cross-sectional ring is markestl.r A
chiral nanotube with chirality n =7, m =4 is depicted in Fig. 2.4.

The vector in the graphene sheet, de ned by and m is called the chirality
vector. In Fig. 2.2 itis denoted asC;,. To de ne the chirality vector, two basis
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Figure 2.2: Construction of a nanotube from a graphene sheeth@& vectors
&, & are the basis vectors in the graphene sheet. The chiral indexis the
number of steps in thea, direction and the chiral indexm is that in the &
direction. C,, = n&y + ma& is the chirality vector, and T is the translation
vector which is in the direction of the tube axis. The chiral vetor directions
for both zigzag m=0) and armchair (m=n) nanotubes are indicated [16].

vectors & and & are introduced. The chiral indicesh and m are the number
of steps that should be taken along they and & directions respectively in
order to reach the tip of the chirality vector.

Ch=ngg+ ma (2.1)

If ais the distance between two adjacent carbon atoms in the graphe sheet,
j& =] &j= P 3a. Hence the chirality vector becomes:

Ch = P 3 v mze om (2.2)
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Figure 2.3: Figure illustrating armchair (m = n) and zigzag ( = 0) nan-
otubes. The names armchair and zigzag arise from the shape of ttress-
sectional ring which is marked red in the gure [19].

To construct a nanotube, the graphene sheet is folded along tlohirality
vector, which in turn de nes the perimeter (2R ) of the nanotube. This
gives the radius of the nanotube as [15,17,18]:

p:_))ap nZ+ m2+ nm

R = 5 (2.3)

The chirality of a nanotube can be expressed using a chiral andgteo. The

chiral angle is de ned as the angle between the vector€;, and & (see
Fig. 2.2), with values of in the range 0 | j 30, because of the
hexagonal symmetry of the honeycomb lattice. The chiral angl denotes
the tilt angle of the hexagons with respect to the direction othe nanotube
axis and it speci es the spiral symmetry. The chiral angle can be obtained
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Figure 2.4: A chiral nanotube with chirality n =7, m = 4. The chirality of
a nanotube refers to the twist of the hexagons with respect to éhaxis of the
tube.

by taking the inner product of G, and &, to yield an expression forcos :

C 2n +
cos = "2 = p 1T (2.4)
jChijjaj 2 n?+m?+nm

In particular, zigzag and armchair nanotubes correspond to = 0 and
=30 , respectively.

2.2.2 Translational vector

Because of the honeycomb symmetry of the hexagonal lattice rimovhich a
nanotube is formed, every nanotube has a periodicity in thexal direction.
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Translational vector represents this periodicity of a nanothe. It is perpen-
dicular to the chirality vector and in Fig. 2.2 it is denoted & T. It is clear
from Fig. 2.2 that the lattice vector T can be expressed in terms of the basis
vectors & and & as:

T= g+ (25)

Heret; and t, are integers. The tip of the translation vectorT coincides
with the rst lattice point in the direction perpendicular to the chiral vector
Chy. From this fact, it is clear that t; and t, do not have a common divisor
except for unity. Using the property: C;, T =0, one can obtain expressions
for t; and t, given by:

_2m+n. 2n+m

tl - d ) t2 = d (26)

whered is the greatest common divisor (gcd) of (& + n) and (2n+ m). For
a nanotube of chiral indicesn, m and inter atomic distancea, the magnitude
of translational vector can be expressed as:

. 3apn2+ m2+ nm
ITI = d

2.7)

The region de ned by the vectorsT and G, is called the unit cell of the 1D
carbon nanotube. In Fig. 2.2, the rectangular shaped shadedgren is the
unit cell. For any nanotube, the number of carbon atoms in thenit cell can
be obtained as follows:

_2jCh Tj _ 42+ m?+ nm)

N . - =
ja &j d

(2.8)

Since each hexagon contains two carbon atoms, there afé 2arbon atoms
in each unit cell of the carbon nanotube.
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2.3 Synthesis of carbon nanotubes

Ever since the discovery of carbon nanotubes, considerable ambof re-

search has been done in this eld which revealed that the vaus exceptional
properties of carbon nanotubes can be utilised in a wide rangénovel appli-
cations [18,20]. This has motivated much research in nanoswe and nan-
otechnology. However, the realization of most of the proposegjaications

requires not only scalable methods of synthesising high-purityanotubes,
but also control over their location and orientation. New metbds have de-
veloped for the synthesise of carbon nanotubes [21{26] which seeded in
signi cantly increasing the overall yield, but improvementsin quality and

control over chirality are still not achieved completely. Ingeneral, the syn-
thesis of carbon nanotubes can be divided into two broad cat@ies: physical
methods, which rely on big energies to release the carbon atofnsm their

precursors, such as arc discharge [1,27{29] and laser ablatiof{g%], and
chemical methods, which catalytically decompose the carbomgeursors to
release the atoms, such as chemical vapour deposition (CVD) [2&{&1].

Chemical methods can be further classi ed into substrate based CVibeth-

ods and the oating catalyst, or aerosol, method [22{26,42]. Athese meth-
ods are described in details in the following sections.

2.3.1 Arc discharge method

This is the earliest method for the synthesis of carbon nanotubeand it is
what lijima et al. [1] used to discover randomly arranged multi-walled carbon
nanotubes for the rst time. Arc discharge method produces struarally
sound but relatively impure carbon nanotubes. A schematic diagm of the
settings for arc discharge method is given in Fig. 2.5. Nanotulzgeneration
with this technique involves striking a dc arc discharge in amert gas (such
as argon or helium) between a set of graphite electrodes [1{29]. This is
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done by the passage of a direct current through two high purity rgphite
electrodes. DC current is preferred over alternate currentAC) because it
provides the highest yield of nanotubes. This process producghard grey
shell which many refer to as \soot" at a rate of 1 mm/min on the negtive
electrode (cathode), whereas the positive electrode (angds continuously
consumed. The inner core of the soot contains carbon nanotulbssd nested
polyhedral graphene particles. The inert gas ow is maintaiead at 50-600
Torr. Nominal conditions involve 2000-3000C, 100 amps and 20 volts.

Figure 2.5: Schematic diagram showing the set up for arc disclgar method
for the production of carbon nanotubes as developed by Saito 1995 [43].

In order to produce single-walled carbon nanotubes, a metaltedyst is
used in this process. lijima was also able to produce SWNTs by argin
Fe-graphite electrodes in a methane-argon atmosphere. A fewars later,
Bethune produced SWNTs with this arc method using Fe-Co-Ni-gpdite
mixtures in a He atmosphere. By using this set of electrodes, them@ubes
were found in bundle arrangements with average diametersh® nm. Nowa-



Chapter 2. Carbon Nanotubes: Structure, Synthesis and Applicans 19

days, the most e ective catalysts to produce SWNTs are Y-Nj Fe-Niz, and
Rh-Pt,. These graphite mixtures that are used as the electrode are edybe
of yielding up to 70 % of SWNTs. Recent studies using the arc disclygr
method has been on improving the crystallinity of the SWNTSs.

There are several problems associated with the electric arcsdnarge
method. Perhaps the biggest problem with this technique is ghoverall cost.
If one wants to produce SWNTSs with this technique, one needs tave high-
purity graphite electrodes, high purity metallic mixtures, and high-purity He
and Ar gases. Other problems with this technique are that theresivery
little control over the diameter of the nanotubes and by-prducts are al-
ways present within the \soot" which makes it cumbersome (or impssible)
to separate the carbon nanotubes from the polyhedral grapkitparticles (in
the case of MWNTS) or from the encapsulated metal particles (in & case
of SWNTSs). In addition to these \impurities", there is always a pation of
amorphous carbon that is found within the \soot" which is higly undesired
and dicult to remove after the formation of nanotubes. The ga pres-
sure, ow rate, and metal concentration can be varied to chamgthe yield of
nanotubes, but these parameters do not seem to change the diasredistri-
bution. Typical diameter distribution of SWCNTs by this process appears
to be 0.7-2 nm.

Although arc discharge is not amenable to the application of pcise
guantities such as those required in nanoelectronics, it is alagvely high-
volume production method. A recent re nement of this techrque developed
at NASA has resulted in much higher yield rates than the usual 30%p-
proaching the 70% range [44]. Large-scale synthesis of SWCNT Inetarc
discharge method yielded quantities of tens of grams a day wdarc con-
ditions of 40 60 A d.c. and helium pressures of 500 to 700 torr. Recent
results show that helium atmosphere strongly a ects the yield 0BWNTSs,
and that the diameter distribution of the SWNTs is a ected by the catalyst.
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2.3.2 Laser ablation method

In 1996, Smalley's group at Rice University reported the syntlsgs of carbon
nanotubes by laser vapourisation [31]. In this method, a pulsext continuous
laser is used to vapourise a graphite target in an oven at nearl@0 C. The

main di erence between continuous and pulsed laser is that thaeulsed laser
demands a much higher light intensity (100 kvém? compared with 12 kWem?

for continuous laser). The oven is lled with helium or argon gs in order to
keep the pressure at 500 Torr. A schematic diagram of the expeemntal set
up for laser ablation method is shown in Fig. 2.6. A YAG [34] or CQ[33]
laser impinges on a carbon composite target situated in the ceatof a quartz
tube which is placed inside a tube furnace. The target normalicomprises
graphite mixed with a small amount of transition metal partickes as catalyst.
A typical target used to fabricate nanotubes is made out of gphite-Co-Ni.

The laser beam has su cient energy density to convert the grapte into

amorphous carbon.

Once the target is irradiated with the laser pulse, a very hot \@our plume
forms, then expands and cools rapidly. As the vapourised specasl, small
carbon molecules and atoms quickly condense to form largeusters, possi-
bly including fullerenes. Argon ow through the reactor carres the vapour,
carbon clusters and nucleated nanotubes which continue toayy and deposit
them on the cooler walls of the quartz tube downstream from th&urnace.
This produces a high percentage of single-walled carbon naumwmes ( 70 %)
with the rest being catalyst particles and soot. The catalysts ab begin to
condense, but more slowly at rst, and attach to carbon clustersral prevent
their closing into cage structures. Catalysts may even open cagguctures
when they attach to them. From these initial clusters, tubular nolecules
grow into single-walled carbon nanotubes until the catalystarticles become
too large, or until conditions have cooled su ciently that cabon no longer
can diuse through or over the surface of the catalyst particles.lt is also
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Figure 2.6: Schematic diagram showing the experimental set @b laser ab-
lation method for CNT production. Nanotubes grown this way selbrganize
into ropes with promise for engineering applications. In thigechnique, a
laser is aimed at a block of graphite, vaporizing the graphiteContact with a
cooled copper collector causes the carbon atoms to be depakitethe form
of nanotubes. The nanotubes deposited can then be harvested][45

possible that the particles become that much coated with a cadn layer that
they cannot absorb more and the nanotube stops growing. The slagvalled
nanotubes formed in this case are bundled together by van deradls forces.

There are some striking, but not exact similarities, in the compéon
of the spectral emission of excited species in laser ablation of @nposite
graphite target with that of laser-irradiated Cqo vapour [32]. This suggests
that fullerenes are also produced by laser ablation of catalydted graphite,
as is the case when no catalysts are included in the target. Howeyvsub-
sequent laser pulses excite fullerenes to emit, @Ghat adsorbs on catalyst
particles and feeds SWNT growth. However, there is insu cient eidence to
conclude this with certainty. It is also important to note that multi-walled
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nanotubes can be grown with this technique by using high-powéaser va-
porisation (YAG or Nd-YAG type) of pure graphite targets insidea furnace
at 1200 C, in an Ar atmosphere.

Laser ablation products from fullerene materials have beenustied by
transmission electron microscopy and Raman spectroscopy. Usingkeicand
cobalt as a catalyst, single-walled carbon nanotubes were puxed at an
ambient temperature of 400 C. The results were compared with those using
graphite as starting materials. It is suggested that the formatin of single-
walled carbon nanotubes is controlled by both the availabty of proper pre-
cursors and the activity of the metal catalyst. The main proble with this
technique is reproducibility. It is also di cult to control t he chirality, length,
and diameter of the nanotubes. Over the past few years, the diatee has
been able to be controlled better by increasing the power oféHaser. As the
laser pulse power is increased, the diameter of the tubes beconagrower.
Perhaps the biggest problem associated with this technique isat the max-
imum output of carbon nanotubes that can be formed is very le¢&.5 g/hr)
which makes this method economically ine ective. Some reseh groups
have been able to increase the yield of CNTs by using extremelysfgulses
and by using porous targets opposed to the standard metal target Laser
ablation requires costly apparatus to produce small quantiis of high-quality
SWCNT with purity ranging from 70% to 90%.

Laser ablation is almost similar to arc discharge, since the optum back-
ground gas and catalyst mix is the same as in the arc discharge pess. This
might be due to very similar reaction conditions needed, anché reactions
probably occur with the same mechanism. This method has provenccessful
at producing nanotubes with low density of defects [35].
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2.3.3 Chemical vapour deposition method

Chemical vapour deposition (CVD) for the production of carbomanotubes
was developed by Z.F Ren in 1998 [46]. This process involves tihecompo-
sition of hydrocarbons over metal catalysts. Depending on theay the cat-
alysts are use, CVD methods can be further classi ed into substrateabed
methods [22{26, 42] and the oating catalyst, or aerosol, metd [47]. In
CVD method, the carbon atoms that form the nanotube are introdced as
a feedstock such as CO, ethane or other carbon-rich gases (e.gethane,
benzene, acetylene, naphthalene, ethylene, etc) [37, 40]his feedstock is
pumped to a chamber where catalyst particles are located eghin a oating

state or on top of a substrate. The catalyst particles are mostly nt& clus-

ters (e.g. Co, Ni, Fe, Pt, Pd). The typical temperature of the bamber varies
from 800 K to 1300 K. Growth of carbon nanotube on top of the catyst par-

ticle is observed at this temperature range both in experimén[37,41] and
in molecular dynamics simulations [48]. In the oating catatst method, cat-
alyst particles are suspended in a ow of carbon containing gaspth being
continuously fed into the reactor. This presents a viable wayof continuous
production of single-walled carbon nanotubes and avoids edyst-poising is-
sues. A schematic diagram of the experimental set-up of CVD is shown
Fig. 2.7.

It has been shown that CVD is amenable for nanotube growth on pat
terned surfaces, suitable for fabrication of electronic dews, sensors, eld
emitters and other applications where controlled growth @ar masked ar-
eas is needed for further processing. More recently, plasma anbed CVD
(PECVD) has been investigated for its ability to produce verttally aligned
nanotubes [50]. Production of carbon nanotubes through CVD @thods is
especially well suited to electronic manufacturing applicans in which nan-
otube structures must be grown in precise quantities and locafis. Fig. 2.8
shows a patterned array of carbon nanotubes produced using CVDethod.
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Figure 2.7: Schematic diagram showing the experimental sep-of Chemical
Vapour Deposition (CVD) method for CNT production [49].

CVD methods can also be harnessed to the production of long stranafscar-
bon nanotube, typically of the multi-walled rather than sinde-walled variety,
for use in ultra-strong rope and similar products.

Recently, experimentalists have succeeded in developing iears forms
of CVD methods. A thermal CVD reactor is simple and inexpensive to
construct, and consists of a quartz tube enclosed in a furnace [52ypical
laboratory reactors use a 1 or 2 inch quartz tube, capable of ldong small
substrates. The substrate material may be Si, mica, quartz, or ahina. The
setup needs a few mass ow controllers to meter the gases and agswee
transducer to measure the pressure. The growth may be carried oat
atmospheric pressure or slightly reduced pressures using a hydntaan or
CO feedstock. The growth temperature is in the range of 700-®0C. A
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Figure 2.8: Patterned array of carbon nanotubes produced ugf CVD
method. CVD method is well suited for the production of nanotubs in
precise quantities and locations [51].

theoretical study of carbon nanotube formation suggests that kigh kinetic
energy (and thus a high temperature) and limited, low supply focarbon are
necessary to form SWCNTs [48].

The plasma enhancement in CVD rst emerged in microelectonicseb
cause certain processes cannot tolerate the high wafer temgaras of the
thermal CVD operation. The plasma CVD allows an alternative at sh-
stantially lower wafer temperatures (room temperature to 1@ C) for many
processes and hence has become a key step in IC manufacturingy [58e low
temperature operation is possible because the precursor dissticra(neces-
sary for the deposition of all common semiconductor, metal andsulator
Ims) is enabled by the high-energy electrons in an otherwiseold plasma.

2.3.4 Advantages and disadvantages of various produc-

tion methods

As already discussed in the previous sections, the three princiggdproaches
to carbon nanotube fabrication are chemical vapour deposin, laser abla-
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tion, and arc discharge. All currently known methods consist of ste variant
of one of these approaches. When considering which of the threebon nan-
otube fabrication methods is best suited, one must be very cleabout the
criteria. It heavily depends on the application involved. large-scale manu-
facturing requires that apparatus procured at a reasonableripe be capable
of producing signi cant quantities of carbon nanotubes. Thisules out laser
ablation, which requires signi cant expenditures to produe small quantities

of carbon nanotubes.

For similar outlay, both CVD and arc discharge methods have beesmown
to be capable of producing tens or hundreds of grams of carboanostruc-
tures daily in each enclosure. However, the criterion of prodtiquality de-
mands that we strike CVD methods for the time being. Although CVD elds
can be very pure, meaning that the proportion of non-carbonamotube con-
taminant is low compared to the number of carbon nanotube p#cles, the
nanostructures themselves tend to be compromised by extensivefelts.

Since large-scale production requires consistent structuraigperties, CV-
D does not at present appear to be as suitable an approach as arsctiarge.
Therefore, the best currently known fabrication techniquedr large-scale nan-
otube manufacturing is the arc discharge process. On the otheauind, if one's
criteria is getting well-aligned nanotubes, the most suitablenethod is CVD.
As it is clear from the discussion, the e ciency of a method depersdheavily
on the type of application for which a nanotube is intended tde produced.

Apart from the production methods discussed previously, experintal-
ists use variations and combinations of these methods as welldbtain high
yield and purity. NASA scientists have developed a single-wallashnotube
manufacturing process that does not use a metal catalyst, resulg in sim-
pler, safer, and much less expensive production [44]. Researshaesed a
helium arc welding process to vapourise an amorphous carbordrand then
form nanotubes by depositing the vapour onto a watercooled deon cathode.
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Analysis showed that this process yields bundles, or ropes of segalled
nanotubes at a rate of 2 grams per hour using a single setup.

NASAs process o ers several advantages over metal catalyst protioa
methods. For example, traditional catalytic arc discharge nteods produce a
sample a 30% to 50% single-walled nanotube yield at a cost of apgmately
$100 per gram. NASAs method increased the SWCNT yield to an average
of 70% while signi cantly reducing the per-gram production gst.

2.4 Applications of carbon nanotubes

Many potential applications have been proposed for carbon natubes, in-
cluding conductive and high-strength composites; energy stga and energy
conversion devices; sensors; eld emission displays and radiationrees; hy-
drogen storage media; and nanometer-sized semiconductor desi probes,
and interconnects [20,53{66]. Some of these applicationsearow realized in
products. Others are demonstrated in early to advanced devieand one,
hydrogen storage, is clouded by controversy. Nanotube cost, poispersity
in nanotube type, and limitations in processing and assembly nfedds are
important barriers for some applications of single-walled metubes.

Nanotubes have very high axial Young's modulus and tensile strgth.
These properties combined with the low weight and bre-like drm make
nanotubes enticing candidates for composite reinforcemenComposites of
nanotubes are made by dispersing nanotubes into a matrix of neatal that
acts as the main body of the composite. The nanotubes acts agtreinforce-
ment bres and improve the overall mechanical strength of theomposite [55].
A new advancement in this area is the production of nanotubpelymer com-
posites [67{69].

It has been demonstrated that the mechanical properties of natubes can
be changed signi cantly by lling it with other materials whi ch has got the
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added advantage that the size and shape of a nanotube remainsaected.
Molecular dynamics simulations have shown that the bucklingfce of single-
walled carbon nanotubes is increased when lled with 4, CH, and Ne [70].

Carbon nanotubes possess many unique properties which makentheeal
AFM probes [58, 63, 65]. Their high aspect ratio provides faithl imaging
of deep trenches, while good resolution is retained due to th&ianometer-
scale diameter. These geometrical factors also lead to redudgmsample
adhesion, which allows gentler imaging. Nanotubes elasticalbuckle rather
than break when deformed, which results in highly robust prolse Some of
the nanotubes are electrically conductive, which allows #ir use in STM and
EFM (electric force microscopy), and they can be modi ed at thir ends with
speci ¢ chemical or biological groups for high resolution fugtional imaging.

Carbon Nanotube transistors exploit the fact that nanotubes ar ready-
made molecular wires and can be rendered into a conductingnmseonduct-
ing, or insulating state, which make them valuable for future anocomputer
design [53,66]. Carbon nanotubes are quite popular now fordin prospective
electrical, thermal, and even selective-chemistry applicains [57]. Interest
from the research community rst focused on their exotic electmic proper-
ties, since nanotubes can be considered as prototypes for a dimaensional
guantum wire [56]. In fact, if there is a special kind of defedn the hon-
eycomb pattern of a nanotube, a single nanotube can changenfrdoeing a
semiconductor to being a metal as one travels along its lengtfihis forms a
Shottky barrier, a fundamental component of electrical dewes.

These properties, coupled with the lightness of carbon nanotab, gives
them great potential in applications such as aerospace. It hasen been sug-
gested that nanotubes could be used in the space elevator, an tBatio-space
cable rst proposed by K. E. Tsiolkovski and later scieti cally investigated
by Jerome Pearson [71,72]. The electronic properties of carbnanotubes
are also extraordinary. Especially notable is the fact that n@otubes can
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International Patent of Nanotubes Filings and Issuances
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Figure 2.9: Patents led and issued for di erent applicationsof carbon nan-
otubes. This gure indicates the huge variety of applicatios possible with
carbon nanotubes [20].

be metallic or semiconducting depending on their structure. Aus, some
nanotubes have conductivities higher than that of copper, kile others be-
have more like silicon. There is great interest in the possib#itof construct-
ing nanoscale electronic devices from nanotubes, and some pesg is being
made in this area. However, in order to construct a useful deviege would
need to arrange many thousands of nanotubes in a de ned pattgerand we
do not yet have the degree of control necessary to achieve this.

There are several areas of technology where carbon nanotubes already
being used. These include at-panel displays [56], scanning @ micro-
scopes and sensing devices [54]. The unique properties of carbanotubes
will undoubtedly lead to many more applications. Fig. 2.9 shosva list of
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patents led and issued for di erent applications of nanotubs. This shows
the wide range of applications possible with carbon nanotubes.



Physical Properties of Carbon
Nanotubes

Carbon nanotubes posses a wide range of interesting mechaniedctrical,
thermal and chemical properties which make them unique carthtes for a
variety of applications. For the sake of completeness, this chiap explains
most of these features in a nutshell. Since the model developedthis the-
sis deals with the energetics, stability and mechanical propgers of carbon
nanotubes, di erent mechanical properties are described inethil compared
to other physical properties.

3.1 Mechanical properties

Carbon nanotubes possess remarkable mechanical propertiesicwtare less
sensitive to chirality than the electronic properties and hece are more easily
exploited experimentally. The mechanical properties of daon nanotubes
are closely related to the properties of a graphite sheet evehough the

tubular anisotropy a ects the behaviour of carbon nanotubes.The special

properties of a graphene sheet arises from a unique feature afton, which

is hybridization of atomic orbitals [18].

Carbon is the sixth element of the periodic table and each cash atom
has six electrons which occupyst, 2s?, and 20> atomic orbitals. The four
electrons in the 222p? orbitals are weakly bound valence electrons. In the free
carbon atom, the energy di erence between the uppempZnergy levels and

31
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the lower & energy levels is approximately 4.18 eV while for a carbon+ban
double bond the binding energy is 6.36 eV [73]. Becuase of tdierence in
energy, the electronic wave functions for the four electrsrin 2s22p? orbitals
can readily mix with each other, thereby changing the occupan of the
2s and three 2 atomic orbitals so as to enhance the binding energy of the
carbon atom with its neighbouring atoms. This mixing of 8 and 2p atomic
orbitals is called hybridization, whereas the mixing of a sgle X electron
with n = 1;2;3 2p elecrons is calledsp” hybridization. Hence, in carbon
three possible hybridizations occursp, sp? and sp?.

In graphite, the carbon atoms are bonded together witlsp? hybridiza-
tion. Nanotubes are nothing but rolled graphene sheets and hanthey also
possessp? hybridization even thought they are not puresp? in nature. The
extra-ordinary mechanical properties of a graphite sheet dmanotube arise
from these sp? bonds, which are one of the strongest chemical bonds. In
nanotubes the overall density of defects can be extremely laepending on
the synthesising method and prevailing synthesising conditions.his has led
to predictions of a very high axial strength. In fact, they areconsidered
to be one of the strongest materials discovered so far. Di erenteuchanical
properties of carbon nanotubes are discussed in the followingosections.

3.1.1 Young's modulus ( E)

Knowledge of the Youngs modulusK) of a material is the rst step towards
its use as a structural element for various mechanical applibans. In me-
chanics, Young's modulus ) is a measure of the sti ness of an isotropic
elastic material which is directly related to the cohesion ofhte solid and
therefore to the chemical bonding of the constituent atoms. lis de ned as
the ratio of the uniaxial stress over the uniaxial strain in the ange of stress
in which Hooke's Law holds [74].
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F=A _ FL,
L=L, A L

where E is the Young's modulus, and are the tensile stress and tensile

E=—-=

(3.1)

strain. F is the force applied to the objectA is the original cross-sectional
area through which the force is applied, L is the amount by which the

length of the object changes andl is the original length of the object. Ex-
perimentally, Young's modulus is determined from the slop€ a stress-strain
curve created during tensile tests conducted on a sample of thatarial. The

Young's modulus of the best nanotubes can be as high as 1000 G¥#ach is

approximately 5 times higher than high-carbon steel.

The fundamental atomic forces on a single-walled carbon naaobe con-
sist of strong -bonding and -bonding forces between intralayer C-C bonds.
Although these forces di er from one another regarding theirroers of mag-
nitude, they are essential for describing the elastic properseof nanotubes.
Elastic continuum theory has successfully been used to describauyig's mod-
ulus as well as other elastic properties of nanotubes by considing them as
elastic thin Ims [75]. When a single-walled carbon nanotubesiconsidered
as elastic thin Im, the strain energy E is inversely proportional to the
diameter of of the tube,d;: [76],

ETd?
6d;,
whereE is the Young's modulus of the sheef] is the length of the carbon

E =

(3.2)

nanotube symmetry vector in the direction of tube axis (Eq. (Z)), and d; is
the thickness of the thin Im, which is normally considered ashe interplanar
distance between two turbostratic graphene layers (3.44). The number of
carbon atoms per unit cell is given by:
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N = 2d_tT
3a2

Hence one obtains that the strain energy per carbon atom is imgely pro-

(3.3)

portional to the square of the nanotube diameter:

P 3Edia®

E _ o
N 2402

(3.4)

This simple argument using continuum elastic theory for a depéence of
E =N ond, % is con rmed by more detailed rst principles calculation of the
strain energies of many carbon nanotubes with di erent childies [77] which
rea rms the fact that one can assume nanotube to be an elastic thi Im.

In order to obtain the Young's modulus in the perpendicular olection of
tube axis, nanotube is considered to be a cantilever beam of ¢ggh I. When
a force is applied perpendicular to such a beam, the de ectiahof the beam
with a force F at its free end is given by [77,78]:

_FI®

= 3 (3.5)

wherel is the moment of inertia of the cross-section of the nanotube abib
its axis, | = (r4 r*)=4, in whichr, andr; are the outer and inner radii of
an elastic cylinder.

Another approach towards measuring the Young's modulus of amdi-
vidual nanotube is by observing the amplitude of thermal vikations as a
function of temperature [79]. At high temperatureT where a classical Boltz-
mann distribution of probabilities, P1 e E=*sT can be used, the average of
the vibrational energy, W, i, for a vibrational mode,n, becomekg T, where
kg is Boltzmann's constant. Since the averaged value bV, i is proportional
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to the square of the amplitudeu?, one can write:
.1 Y
hW,i = ECthn' = kgT; (3.6)

wherec, is a spring constant. The spring constant is estimated by directly
observing the amplitude of the thermal vibration as a functio of temperature
within the standard deviation given by statistical physics,

X

2= kg T (3.7)

1
G

n

The relationship betweenc, and the Young's modulusE is given by use
of elastic theory for continuum media [74]:

RE(rs 1),

TE (3.8)

Cn:

where the values ,, are solutions to the equation, cos, cosh , +1 =0.

Although the small size of carbon nanotubes present challenges &x-
perimental characterisation, researchers have performedepty of measure-
ments for their mechanical characteristics. The Young's modlus and shear
modulus of a typical nanotube are calculated and is found toebcompara-
ble to those of diamond [80,81]. The rst Young's modulus measeiment
by Treacy and coworkers [79] con rmed this. They related thenal vibration
amplitudes of multi-walled nanotubes to their Young's modlus and obtained
an average value of 1.8 TPa with a large spread. After that, meamments
using AFM techniques obtained values:28 0:59 TPa for nanotubes pro-
duced using arc-discharge method [63]. Ponchard al. induced vibrations
on multi-walled nanotubes by alternating electric potentl and measured
the vibrational frequencies and hence obtained values fooing's modulus
between 0.7 TPa and 1.3 TPa for tubes with diameter less than d and
between 0.1 TPa and 0.3 TPa for thicker tubes [82]. This largérop is ex-
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plained by an onset of a wavelike bending mode of the nanotubBecause of
their small diameter and their tendency to bundle, performig measurements
on single-walled nanotubes are more complicated. Krishna al. report in
Ref. [83] a measurement of individual single-walled carbon matube using
thermal vibration method of Ref. [79] and they obtain an avexge value of
1.25 TPa. Salvetatet al. studied the stress-strain curve of multi-walled car-
bon nanotubes using atomic force microscopy [84] and Fig. 5.46ows the
force de ection characteristics they obtained. From the slop of this curve,
they calculated the value of Young's modulus as 0.8 TPa. Althmh the
current measurements su er from inaccuracies due to vibratioamplitude
measurement and assumptions made on AFM tip characteristics, theire
rent agreement is that both single-walled and multi-walled anotubes have
a Young's modulus value around 1 TPa.

Figure 3.1: Force-de ection curve obtained by atomic forcenicroscopy for
a multi-walled carbon nanotube. The slope of this curve gives Young's
modulus of 0.8 TPa [84].

Theoretical studies of axial Young's modulus are done mostlynasingle-
walled nanotubes because the intertube interactions are yeweak in multi-
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walled nanotubes and thus less important in estimating axial ecthanical
properties. Theoretical calculations for individual singlevalled nanotubes
have been performed and they reported around 1 TPa or slightlyigher for
axial Young's modulus [80,85]. In Ref. [80] Lu estimates thexial Young's
modulus values for both single-walled and multi-walled natabes as 0.97
TPato 1.11 TPa. All theoretical calculations are performed o pristine nan-
otubes but the measurements are performed on real nanotubeghadefects.
Still there is excellent agreement between theoretical estates and actual
measurements. This can be understood from the fact that the paidefects
have little in uence on the Young's modulus [86].

3.1.2 Tensile strength

Tensile strength denotes the ability to bear strain without un@rgoing plas-
tic deformation. As the size of the system reduces the measuremeitthis

quantity su er from di culties and inaccuracies and hence in the case of
nanotubes this measurement is hard to achieve. Neverthelesspplke have al-
ready measured this and reported values ranging from 11 GPa8 GPa [87]
for multi-walled nanotubes which is around 50 times higheihtan high-carbon
steel. In this measurement [87], the contact was only to the ombst layer

of the multi-walled tube and a sword and sheath type of failurefdahis layer

was reported. The experimental value of tensile strength ofdividual single-

walled nanotubes is still an open question but for bundles of gjle-walled
nanotubes, tensile strength values ranging between a few GPadaseveral
tens of GPa depending on the bundle and measurement characsécs, have
been reported [88{90]. Fig. 3.2 compares the tensile strengtf some en-
gineering materials with that of carbon nanotube. This gue shows that
the tensile strength of carbon nanotubes are very high comparéo other

day to day engineering materials which makes them a promisirgandidate

as reinforcements.
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Figure 3.2: Comparing tensile strengths of di erent enginearg materials.
The tensile strength of carbon nanotubes greatly exceeds that other high-
strength materials. Note that each increment on the vertical as is a power
of 10 [91].

The measured values of tensile strengths for nanotubes fall shof the
theoretical predictions which are very high [92{95]. This dcrepancy arises
both from the limitations in the theoretical description andfrom the pres-
ence of imperfections in the structure. The limitations in tle theoretical
descriptions include restricted time scales of simulation and adel-related
limitations, such as cut o [93]. Sammalkorpiet al. show that even a sin-
gle point-like structural imperfection in an otherwise perfet nanotube can
deteriorate the mechanical strength to a fraction [86].

For comparison purpose, average values of the Young's moduldsnsity
and tensile strength of both single-walled and multi-walled ¢hon nanotubes
are listed with that of some other materials like diamond, steeind wood in
Tab. 3.1. The uniqueness of the mechanical properties of carbnanotubes
are evident from this table.
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Material Young's Tensile Density
Modulus Strength (g=cm?)
(GPa) (GPa)
Single-wall nanotube 1054 150 14
Multi-wall nanotube 1200 150 2.6
Diamond 600 130 3.5
Kevlar 186 3.6 7.8
Steel 208 1.0 7.8
Wood 16 0.008 0.6

Table 3.1: Comparison of the mechanical properties of singhalled and
multi-walled carbon nanotubes with some engineering matets. Nanotubes
are found to be the strongest materials ever discovered [96].

3.1.3 Structural phase transitions

Another very important feature of carbon nanotubes is their dtness to lat-
eral forces. There are studies using molecular dynamics metisaghich show
that under axial compression, a single-walled nanotube buckl@and eventu-
ally undergoes shape changes [97]. These shape changes resudts abrupt
release of energy and a singularity in the stress-strain curve [/8jhich can
be treated as a structural phase transition in carbon nanotubes.

Fig. 3.3 shows the strain energy curve as a function of the defaation
parameter for a nanotube of lengthL = 6 nm, diameter d = 1 nm and chi-
rality n = 7;m = 7 obtained by molecular dynamics simulations. Each gure
on the left hand side of the graph stands for the structure of theamotubes at
the marked singularity in the energy curve, which in turn cledy shows that
a structural transition of the nanotube takes place at each sindarity. High-
pressure x-ray-di raction experiments on pristine nanotubeshow that these
nanotubes become partially amorphous when compressed abov@Ra [98].
The structural phase transitions can be enhanced by lling the anotubes
with metals like Fe. Karmkar et al. [99] studied the pressure induced phase
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Figure 3.3: Molecular dynamics simulation of a nanotube ofrgth L = 6 nm,
diameterd = 1 nm, and chirality n = 7; m = 7 under axial compression. Here
Is the deformation parameter. The strain energy displays fowsingularities
corresponding to shape changes. At= 0:05 the cylinder buckles into the
pattern (a), displaying two identical attenings ns perpendicular to each
other. Further increase of enhances this pattern gradually until at = 0:076

the tube switches to a three- n pattern (b), which still possesses straight
axis. In a buckling sideways at = 0:09 the attenings serve as hinges, and
only a plane of symmetry is preserved (c). At = 0:13, an entirely squashed
asymmetric con guration forms (d) [75].

transitions in iron- lled multi-walled carbon nanotubes ushg x-ray di rac-
tion method and observed a sharp change in the average intertlbr distance
at 9 GPa. They also reported that there are no such structural chaeg
observed for a pristine multi-walled carbon nanotube. Simitastudies have
been performed in single-walled nanotubes as well. Petasal. [100] did
high-pressure Raman spectroscopy study of single-walled carboanntube
bundles and found that they undergoes a structural phase trangin at ap-
proximately 1.7 GPa. The bundles they used composed of nanotgwith
chiralities (10;10) and (17 0). Molecular dynamic simulations performed
with the same group con rmed this phase transition.

Although structural phase transitions in nanotubes has been stigtl with
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Figure 3.4: Figure illustrating the elastic exibility of carbon nanotubes.
(a) Initial state, (b) deformed nanotube after ballistic impact at its maxi-
mum energy absorption. This property makes carbon nanotubgmtential
candidates for ballistic resistance materials [101].

a variety of experimental techniques and they agree in someo of change
in the phase, there is remarkable disagreement in the proposegrsition

pressures as well as the nature of the new phase [99,100, 103, 103 clarify

this, theoretical studies are performed using empirical [10004] and semi-
empirical [105, 106] to rst-principles methods [107{109]However, the re-
sults of the theoretical studies varied greatly with the spect nanotube un-
der study and the applied method. Reictet al. studied chiral and achiral
single-walled nanotubes usingb-initio calculations and found that the pres-
sure corresponding to the structural phase transition heavily gends on the
chirality of the tube, which in part explained the contradiding results [110].

Carbon nanotubes have high elastic exibility for a wide rang of prac-
tical conditions and hence show substantial promise for structalr and bre
applications [63,112]. Fig. 3.4 and Fig. 3.5 illustrates thielastic exibility of
carbon nanotubes. In Fig. 3.4, ballistic resistivity, a specialmpperty based on
the elastic exibility of carbon nanotubes is illustrated. This property enables
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Figure 3.5: A helical carbon nanotube which illustrates thelastic exibility
of nanotubes. The model developed in this thesis could be exéehto study
such systems [111].

carbon nanotubes to be used as a bullet proof material. Fig.Sillustrates
a helical nanotube. Such systems are getting wider attentiomése days be-
cause of the discovery that mechanical strain leads to considela changes
in the the electrical properties of carbon nanotubes [113]The energetics
of such systems can be studied by extending the model developedithis
thesis. By high resolution electron microscopy (HREM) and using nhecular
dynamic simulations, lijima and coworkers observed fully reveible bending
of carbon nanotubes to very large bending angles, despite thecarrence of
kinks and highly strained tube regions. They reported that ths arises due to
the remarkable exibility of the hexagonal network in the nanotube, which
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resists bond breaking and bond switching up to very high strain \aes [112].
Although carbon nanotubes have high elastic exibility, unde extreme stress,
they fail. The failure mechanism is studied in both the slow andakt stress
application limits. In slow stress limit, local defects are fouthto be formed,
where four neighbouring hexagons on the surface of the tubeeareplaced
by two pentagons and two heptagons [114]. Under fast deformartis, the
hexagons in the tube elongate until the breaking point and arack forms
circumferentially around the tube wall [114]. On increasinghe stress, two
or more single carbon strands are found to appear [94].

3.1.4 Low friction surfaces

Multi-walled nanotubes have a very special property which nik& them poten-
tial candidates as constituents of nanometer-scale mechaaliclevices. It is
the ability of their surfaces to rotate or slide with respect to ach other almost
frictionless. This has already been demonstrated theoretita[115{119] and
experimentally [120{122]. The reason for these frictionlesstation and slid-
ing is the very weak van der Waals type interaction between #m [123].
Experimentalists have succeeded in using this property to ddoe linear
bearings with ultra-low friction [121] and nanoscale eleamechanical de-
vices [124]. These properties can also be utilised in multi-wed nanotube
based oscillators [116,117,119, 125] with operating freque&ss up to several
gigahertz.

3.2 Other properties

The model developed in this thesis is applicable to the mechaal properties
of single-walled carbon nanotubes. Previous section descritaechanical
properties of nanotubes in a detailed manner. Although thesenusual me-
chanical properties played a major role for carbon nanotubken getting their
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wide attention from the research community, they were not thenly reason.
In fact nanotubes posses a wide range of unusual interesting peofes. For
the sake of completeness, other interesting properties of carbonanotubes
are described below.

3.2.1 Electronic properties

The electronic structure of carbon nanotubes is unique in matial science.
It arise directly from the properties of graphite constrainedn two dimen-

sions. Graphite possesses valence and conduction bands that ang wose
to each other in energy [126,127]. Hence, the electronic sttwe that results

when such a sheet is rolled is highly sensitive to the manner in whiit is

rolled. Depending on the way of rolling, the nanotubes can bmetallic or

semiconducting [18,128{130] which means the conductivity a single-walled
nanotube is governed by its electronic structure which is detmined by the

chiral indices (;m). A very minor change in the structure can determine
whether the tube is semiconducting or metallic.

For multi-walled nanotubes, the situation is more complex bewse the
multiple layers contribute to the conductivity. Currently, most of the interest
in the nanotube electronic transport focuses on individual toes and the main
interest is in devices based on individual tubes. The tubes showth ballistic
and di usive transport character depending on the level of péection of the
tubes. Single-walled nanotubes are more ballistic while mus#valled nan-
otubes are di usive because of higher defect concentration.h& theoretical
prediction [18, 130] of both metallic and semiconducting tus is consistent
with several experiments [129,131,132].

Carbon nanotubes exhibit electron localisation caused eithdy con-
tacts or by defects in tubes. Hence they are of much interest forabic
studies of quantum transport [133]. There are studies done whigredicts
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that nanotubes can be used as high temperature super condugtimateri-

als [134]. Experimentalists have already produced nanotulteansistors ex-
hibiting current-voltage characteristics resembling that bsilicon based metal
oxide semiconductor eld e ect transistor (MOSFET) [128]. Although it is

rather di cult to dope a carbon nanotube, there are theoretcal and ex-
perimental studies performed on nanotubes doped with Si, B, NCo and

N [135{139]. It is found that doping a semiconducting nanotud with Si in-

troduces a localised level located approximately 0.6 eV aleothe top of the

valence band, whereas for the metallic nanotube, it introdies a resonating
level close to 0.7 eV above the Fermi level [135]. Experimersisow that the

resistance of a nanotube lowers as it is doped with B [136].

Electronic structure

The electronic structure of a single-walled carbon nanotubeus be derived by
a simple Slater-Koster or Hakel tight-binding calculation br the -electrons
of carbon atoms [17]. This is obtained from that of two-dimesional graphene
sheet by using periodic boundary conditions in the circumfeneial direction

denoted by the chirality vector C,,. The basis functions for two-dimensional
graphene is obtained by two Bloch functions, constructed fromatomic or-

bitals for two in equivalent carbon atoms. The diagonal elenmés of the

Hamiltonian are given by:

Haan = Heg = 2 (3.9)

where », is the orbital energy of the 2p level. IfR;, R, and R; are the
position vectors of three nearest-neighbour carbon atoms ofgiaven atom,
then the o -diagonal matrix elements of the Hamiltonian are g/en by:

Hag = t(€ Rt + &Rz + Rs) = +f (k): (3.10)
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wheret is given by:
t=hA(r R)jHj g(r R ax2)i: (3.11)

where a is the distance between two carbon atoms in the graphene sheet.
Sincef (k) is a complex function and the Hamiltonian forms a Hermitian

matrix, Hga = H,g . One can de ne the overlap integral matrix,S, as:
s=ha(r R) g(r R ax2)i: (3.12)

The explicit forms of H and S can be written as:
! !
tf (k 1 sf (k
h= 2 Tl o () (3.13)
tt(k) 2 sf(k) 1
UsingH and S in Eq. (3.13) and solving the secular equatiodet(H ES) =
0, the eigenvalue<€ (k) are obtained as a function of (k), ky and ky.
t! (k)

Eq(k)= 22— 14
where the + sign in the numerator and denominator go togetherigng the
bonding energy band, and likewise for the signs, which give the anti-
bonding  band, whie the function! (k) is given by:

S

P_=
p_____ ka  k K
L (k)= jf(K2Z= 1+4cos 32Xacos%a+4cosz%a (3.15)

Using the periodic boundary conditions for the dispersion relan for two-
dimensional graphene, one arrives at the energy dispersioraten for single-
walled carbon nanotube as:

K
Eent(K) = Eg(kins + Kq) (3.16)
IK2)
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where =0:1;:::N 1andT<k< T

The electronic structures of single-walled carbon nanotubese chiey
characterized by their chiral indicesn and m [140,141]. Besides the chirality,
curvature also in uences the electronic structures of singhalled carbon
nanotubes. The electron states of single-walled nanotubes are rehybridized
with the  electron states. This rehybridization gives rise to a curvater
dependent downward shift of the states: the greater the curvature, the
greater the downward shift. Due to this stronger rehybridization, thin
single-walled nanotubes becomes metallic [142].

One of the earliest theoretical studies on the electronic prepties of car-
bon nanotubes is done by Tanakat al. [143] using one-dimensional tight-
binding crystal orbital method, where they found that depenthg on the
chirality of the nanotube it can either be semiconducting or mtallic in na-
ture. A nanotube of chirality (n;m) is metallic if (2n + m) is a multiple of
3. Fig. 3.6 shows which carbon nanotubes are semiconductingdawhich
are metallic, denoted by dots and circled dots, respectivelyFrom gure,
it follows that approximately one third of the carbon nanotibes are metal-
lic and the other two thirds are semiconducting. Wildeeret al. con rmed
the theoretical predictions on the electronic structure of arbon nanotubes.
They used scanning tunnelling microscopy and spectroscopy to abt atom-
ically resolved images of individual single-walled nanotubeand using these
examined the electronics properties as a function of tubeatneter and chi-
ral angle. They also observed sharp van Hove singularities in thermsity of
states at the onset of one-dimensional energy bands, con rmingd strongly
one-dimensional nature of conduction within nanotubes.

The energy gap for a semiconducting nanotube is directly obsed by
scanning tunnelling microscopy and is found of the order of 0:5 eV. This
gap is inversely proportional to the diameter of the tube andsi given by



Chapter 3. Physical Properties of Carbon Nanotubes 48

Figure 3.6: Distribution of metallic and semiconducting nantbes with re-
spect to chiral indices [18]. Dots represent semiconductinglias and circled
dots represent metallic tubes.

[18,144]:
2a
Eqpp= —
ap d
where is the carbon-carbon tight-binding overlap energya is the near-
est neighbour carbon-carbon distance and is the diameter of the tube.

(3.17)

Recently, it has been established that energy levels, energypgand the den-
sity of states of a multi-walled nanotube strongly depend on theymmetry
con gurations, the nanotube length and the transverse electi eld applied.
Moreover, it has been shown that the intertube interactionsi a multi-walled
nanotube vary the level spacing and energy gap [145].

3.2.2 Thermal properties

The thermal conductivity of carbon nanotubes is dependentrothe tem-
perature and the large phonon mean free paths. On the graph digrmal
conductivity vs temperature (Fig. 3.7), the slope of the lineat low tempera-
tures can be modelled using the heat capacity, sound velocignd relaxation
time of the tube.

Although there is disagreement about the exact nature of the #rmal
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Figure 3.7: Temperature dependends of the thermal condueity  for a
n =10, m = 10 carbon nanotube for temperatures below 400 K [146].

conductivity of nanotubes, most researchers agree it is tempg¢ure based,
and possibly current and vacancy concentration based. In 1998,Hone, M.
Whitney, and A. Zettle discovered that the thermal conductivty was related
to temperature and was almost linear from 7 K to 25 K, althoughtte relation-
ship sloped slightly from 25K to around room temperature [147However, a
later group studied the same relationship and instead of con rmg a linear
relationship, found the slope to drop dramtically from 100 K to400 K. Also
that year, Che, Cagin, and Goddard [148] numerically calcaled the thermal
conductivity of a (10, 10) nanotube to approach 2980 W/m-K ashe current
applied to it is increased. In 2000, Berber, Kwon, and Tomangk46] deter-
mined the thermal conductivity of carbon nanotubes and its ependence on
temperature. They con rmed the suggestion of Honet al. in 1999 by sug-
gesting an unusually high value of 6,600 W/m-k for the thermalanductivity
at room temperature. They theorised that these high values wtdibe due to
the large phonon mean free paths, which would concur with Horsemodel.
Both groups stated that these values for thermal conductivityare compara-
ble to diamond or a layer of graphite. However, Berbest al. suggested that
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the graphs of the temperature dependence of thermal conduaty looked

much less linear than previously proposed by Horet al. Instead of a near-
linear graph with a positive slope, their graph showed a positivelope from
low temperatures up to 100K, where it peaks around 37,000 WAK. Then,

the thermal conductivity drops dramatically down to around 3000 W/m-k

when the temperature approaches 400 K. However, both groupsuhd the
thermal conductivity of nanotubes to be unusually high at rom tempera-
ture and con rmed that the values for nanotubes are comparabé to those
for diamonds and graphite.

3.2.3 Optical properties

In 1998, Wildeer et al. [144] conducted research into the fundamental gap
of carbon nanotubes. The study by Wildeeret al. showed that nanotubes
of type n m = 3l, wherel is zero or any positive integer, were metal-
lic and therefore conducting. The fundamental gap (HOMO-LUM® would
therefore be 0.0 eV. All other nanotubes, they showed, behaved asemi-
conductor. The fundamental gap, they showed, was a functiorf diameter,
where the gap was in the order of about 0.5 eV. This shows that tHen-
damental gap ranged from around 0.4 eV - 0.7 eV, which they saidas/
in good agreement with the values obtained from one-dimensg disperse-
ment relations. They concluded that the fundamental gap of sersonducting
nanotubes was determined by small variations of the diameta&nd bonding
angle.

In a study published at the same time by Odom, Huang, and Lieber
they suggested that a small gap would exist at the Fermi level in rtedlic
nanotubes. This would be because of the bonding orbitals andtahonding
orbitals mixing due to the curvature in the graphene sheet of single-walled
nanotube. They noted, however, that they had not observed angvidence
to support this as of the time of publishing (1998). More intergting to note,
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in the study by Wildeer et al., they reported that the conducting nanotubes
showsEg,, to range from 1.7 - 2.0 eV, which could be the evidence Odom
et al. was predicting. At the Fermi Energy (the highest occupied emgy
level), the density of states is nite for a metallic tube (thowgh very small),
and zero for a semi-conducting tube. As energy is increased, ghaeaks in
the density of states, called Van Hove singularities, appear at specenergy

levels.

3.3 Defects and their in uence on physical prop-

erties

Extensive studies has been performed on the defects in nano#sband their
in uence on various properties of nanotubes [18,86,149{3b There are var-
ious sources behind the generation of defects in nanotubes. nérlly, they

are generated in the synthesising process. Other possible causesiraagli-

ation of the tube with ion or electron beam and mechanical mapulation.

Although methods are developed to synthesis high quality nangbes, it is
extremely di cult to produce a defectless nanotube. The mostypical struc-

tural defects are pentagonal and heptagonal rings in the hagonal lattice of
the nanotube. Other types of typical defects are vacanciesyteérstitial and

miscellaneous bonding con gurations such as locally amorpim structure.
There may arise non-carbon based defects, in which substitutidretoms or
atom groups appear. Defects may alter the straightness of a tekand can
result in a curvature, bulging, kinked, spiral form [18]. Seei§. 3.8, where a
pentagonal and septagonal defect in a nanotube introducesreature to the

whole tube.

From a purely mechanical point of view, defects are rarely deable as
they make the tube less strong. At the same time, defects help inamipulat-
ing the mechanical properties of nanotubes. It has been aldyashown that
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Figure 3.8: Figure illustrating the e ect of a defect in the gemetry of a
nanotube [154]. Here, a pentagonal and septagonal defects ararked in
red colour. These defects introduce curvature to the whole Ihe.

defects can be employed to improve load transfer between thentfriction
surfaces of the nanotubes [86,149,150]. This enables immawmechanical
properties for applications such as nanoelectromechanickgdvices or polymer
composites in which the tube-tube-slippage may be detrimerita

The e ects of defects in carbon nanotubes on their conducity is stud-
ied extensively [151{153, 155]. Defects in all carbon nandites act as local
scattering centres for charge carriers. The scattering e ectd isolated point-
defects decreases with an increasing diameter of the nanotubecause they
are averaged over the circumference [151]. Hence, their ience is small for
all but very thin nanotubes. However, if the defects or deformesmns accumu-
late locally, a tunnelling barrier may form [155]. Two tunndéing barriers close
to each other in a thin wire such as a nanotube form a single elemt tran-
sistor. This has been exploited in experiments where sharp benfd56, 157]
and ion [155] irradiation have been employed for forming tunelling barriers.



Theoretical Approaches to the
Energetics of CNTs

A rigorous calculation of the properties of any system at the atic scale is
based on solving the many body time dependent Schredinger egion and

obtaining the many body wave function (rq;::::;;ry;t). Unfortunately, ex-

act analytical solutions exist only for a handful of cases such #s hydrogen
atom and the harmonic oscillator. Numerically the problem isntractable

for systems containing more than a few hundred particles. The panen-
tially rising demand of computational resources ensures thakact quantum

mechanics is not to be considered as a way to solve such problemes&arch
community has to rely on approximations of various orders dfhe Schredinger
equation and even on totally classical empirical approaches.

This chapter contains an overview of the approximations on aterials
simulation methods at atomic scale. This overview is presentad Section
4.1. In this thesis the emphasis is on empirical carbon modellj by the
Terso and Brenner interaction potentials [158, 159]. Ther®re these two
potentials are discussed in detail in the later section.

4.1 Introduction

The methods of modelling the atomic interaction can roughlpe divided
into three categories: The rst principle, orab initio, methods are the most
rigorous ones. Only a few well controlled approximations toxact quantum

53
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mechanics are made. Semiempirical methods contain more shia approx-
imations and may also contain empirically de ned parameters.Empirical
methods are a group of methods that are tuned to reproduce ampirically
de ned tting set. The three categories, their drawbacks and kne ts, and
the most popular methods of each are brie y described in this sian.

4.1.1 First principles methods

The most rigorous approach to problems of condensed matter fgigs are the
rst principles methods. They do not employ any empirical pareneters in the
calculation. The results are based on quantum mechanics andlie®ntrolled
approximations. The essence of rst principle methods is solvinigpe many
body Schredinger equation. For a many electron system the aqessponding
Schedinger equation is given by:

X 2 X 1 1 X e?

= __r?2 + = =
A Gyt nrT 2 0 BO@D
i=1 R i6]

where = ( rq;rp;:ry) Is the N-particle wave function of all the elec-
trons in the system, the negative potential energy term represts the at-
tractive electrostatic potential of the nuclei xed at the pants R, and the
last term represents the interaction of the electrons with eacother.

The two most used rst principle methods are Hartree-Fock methofiL60]
and the density functional theory [161,162]. A short review dhese methods
are given in the following paragraphs. Since rst principle m&ods rely on
guantum mechanics, they are highly accurate but the system sizbdt can
be handled is restricted to at most a couple of hundred atoms.

Solving an equation such as Eq. (4.1) is impossible without malg some
simplifying physical ideas. In Hartree approach the quantum maanical N -
electron many body wave function ((ry;r,;::::5rn)) is approximated by a
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product of single electron wave functions,e.,
(rosroyiinrn) = a(ry) 2(r2)i n(rn): (4.2)

Given this assumption, the Hartree equation for theN -electron many body
system is obtained by getting a proper choice of the potentiél(r) appearing
in the one-electron Schredinger equation:

2

S—r 2 (N+U(r) (N=" () (4.3)

2m
Evidently, U(r) should include the potentials of the ions in the system:

. X 1
uo(ry= & - : 4.4
(r) i R] (4.4)

In addition, U(r) must incorporate the fact that each electron feels the elec-
tric elds of all other electrons in the system. Hartree treated¢he remaining
electrons as a smooth distribution of negative charges with atge density .
Now, the potential energy of a given electron in the eld of albther electrons
is given by: 7

ue(ry= e dro(r‘)jrqu: (4.5)

To actually calculate the Hartree potentialU(r), it is necessary to know the

electronic charge distribution of the system. If the electronare assumed to
be independent of each other, then it is straightforward to ewstruct (r)
from the single electron eigenstates:

x - 2
(= e jiMmi~ (4.6)
i
where the sum extends over all occupied one-electron leveisthie system.
Placing Eq. (4.6) in Eq. (4.5) and lettingU = U™ + U®, we arrive at the
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one-electron equation:

7 #
1

jrorf

2

_ X
ST 20+ U () )+ € | dr ;(r95®

i(r)="i i(r):

4.7)
The set of equations Eq. (4.7) is known as the Hartree equation§hese non-
linear equations for the one-electron wave functions and enrgies are solved
by iteration as follows. A form is guessed fou® (the term in brackets in
Eq. (4.7)) and on the basis of which the equations are solved. dmn the re-
sulting wave functions, (r), a newU® is computed and a new Schrdinger
equation is solved. The iteration is continued until furtheriterations do not
alter the potential.

The Hartree wave function (Eq. (4.2)) is incompatible with tre Pauli
exclusion principle, which states that the total wavefunctia for the system
must be antisymmetric under particle exchange. This means thavhen two
arguments are swapped the wavefunction changes sign as folow

(royrisnrgrn) = (rorg i r): (4.8)

wherer; includes coordinates of position and spin. Hartree-Fock apptioa-
tion is an extension of the Hartree approximation to include th permutation
symmetry of the wavefunction which leads to the exchange im&ction. This
is done by adding Fermi-Dirac statistics by replacing the praact of the wave
functions by the Slater determinant of one-electron wave fictions [160].
Thus the new wave function includes the linear combinationfahe prod-
ucts pf one-electron wave functions as in Eq. (4.2) and all le¢r products
obtained from it by permutation of the r; among themselves added together
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with weights +1 or -1 so as to guarantee condition Eq. (4.8).

w(ry)  a(r2) oo a(re)

or1)  ar2) oot a(rw)
(rureirn) = ; ; (4.9)

n(ra)  n(r2) oot N(rw)

Assuming that the single electron wave functions, ;::: n, are orthonormal,
the expectation value of the Hamiltonian in this state is obtaied as:

x Z

M=) e PHUT() ()
IX Z
' % g drdrojr ezr(]j (Ni%(r1°
1X 4 . €
5 drdr g e () (9 59 () (4.10)

Il]
Minimising Eq. (4.10) with respect to ; leads to the Hartree-Fock equations:

2

~

——r 2 (r) + U°(r) i(r)+ US(r) i(r) (4.11)
2m X 7 2
drojr rg j(r% i(r) i) ss =" i(r)

j
These equations di er from the Hartree equations, Eq. (4.7), byan addi-
tional term on the left side, known as the exchange term. The ekange
term is nonlinear in  and is an integral operator which makes the com-
plexity introduced by the exchange term considerable. In itsnost rigorous
form, the Hartree-Fock method can be used on systems of a few hueds
of atoms. Even though the Hartree-Fock method is not always enegmely
accurate, it is much used. The accuracy can be enhanced butghncreases
the consumption of CPU-time [163].
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Density Functional Theory (DFT) [161,162] is based on using thelectron
probability density n(r) of the system as the basic variable. The Hohenberg-
Kohn theorem [161] serves as the base of DFT. According to thisabrem,
the ground-state energy and all other ground-state electraniproperties of
a system are uniquely determined by the electron probability ehsity n(r).
Unfortunately, the Hohenberg-Kohn theorem does not tell us #nform of the
functional dependence of energy on the density: it proves gnithat such a
functional exists. The next major step in the development of DFTcame
with the derivation of a set of one-electron equations from vith the electron
density n(r) could be obtained [162]. W. Kohn and L. J. Sham showed that
the exact ground-state electronic energlg (n(r)) of an N-electron system can
be written as:

2 )(\| Z ’\)Qucl

E(n(r)) = #m iZ(r)ur 2 (r)dr |=1 f—l'n(r)dr
+% —nj(rr)nﬁ?drdr% Exc (n(r)) (4.12)

The rst term on the right in Eq. (4.12) represents the kinetic energy of the
electrons; the second term represents the electron-nucleusrattion where
the sum is over allN,, nuclei with index | and atomic numberZ,; the
third term represents the Coulomb interaction between the t@al charge dis-
tribution at r and r% the last term is the exchange-correlation energy of the
system, which is also a functional of the density and takes into ecunt all
non-classical electron-electron interactions. Of the four tms, Exc is the
one we do not know how to obtain exactly. Although the Hohenbergohn
theorem tells that E and thereforeExc mut be functionals of the electron
density, we do not know the latter's exact analytical form andso are forced
to use approximate expressions for it.
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The exact ground-state electron density is given by:

X1 - .2
nr)= j i (4.13)
i=1
where the sum is over all the occupied one-electron orbitalslied Kohn-Sham
(KS) orbitals; once these orbitals have been computed(r) is known.

The KS orbitals are found by solving the Kohn-Sham equations,hich are
derived by applying the variational principle to the electonic energykE (n(r))
with the charge density given by Eq. (4.13). The Kohn-Sham eations for
the one electron orbitals i(r;) have the form:

" #

2 Nucl z
Sl Izlf_lw jrn(r?qdr°+vxc(r) M=" () (4.14)

where"; are the Kohn-Sham orbital energies and the exchange-coagbn
potential, V¢, is the functional derivative of the exchange-correlatioren-

ergy:
E xc [n(r)]
n(r)

If Exc is known, thenVyc can be obtained. The Kohn-Sham equations are

Vxc [n(r)] = (4.15)

solved in a self-consistent manner. Initially, we guess the eleat density
n(r), typically by using a superposition of atomic densities. By usingome
approximate form (which remains xed during all iterations) for the func-
tional Exc, we next computeVyc as a function ofr. The set of Kohn-Sham
equations is then solved to obtain an initial set of KS orbitalsThis set of or-
bitals is then used to compute an improved density from Eq. (43}, and the
process is repeated until the density and exchange-corretati energy have
converged to within some tolerance. The electronic energytisen computed
by Eq. (4.12).

Currently DFT is a very accurate method and its accuracy can & en-
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hanced by the use of methods combining Hartree-Fock and DFT deigdions,

for example, B3LYP ! functional description [163]. The computation time
required for a DFT calculation formally scales as the third pwer of the
number of basis functions, as a result, DFT methods are computanally

more e cient than Hartree-Fock based formalisms, which scale asié fourth

power of the number of basis functions. However, for large systeneven
this third power scaling makes computational investigationgmpractical and

hence researchers depend on semi-empirical methods for suchesyst

4.1.2 Semiempirical methods

The power of semiempirical methods with respect to the rst priniple meth-
ods lies in a smaller consumption of CPU-time but they must be empfed
more carefully to obtain reliable results. In general, these rtfeds use vari-
ous approximations and may include experimentally tted paameters. One
of the limitations to the accuracy of the semiempirical methds in addition to
the approximations inherent in their formulation is the acaracy of the exper-
imental data used to obtain these parameters. However, becausguathble
parameters are optimised to reproduce a number of importanhemical prop-
erties, semiempirical methods have become widely popular. "dempirical
methods include interaction schemes like the tight binding ethod (TB) [164]
and various molecular orbital methods of computational chmistry [163].

The tight binding method avoids most of the heavy calculatiorof the ab
initio methods. They have in common a number of simpli cations such as
minimal basis set compared to the rst-principles methods andlienination
of di cult integrals, that are either made small by mathematical transfor-
mations or used as parameters to be t to experimental data. Ithe tight
binding model for a solid-state lattice of atoms, it is assumed thahe full

I1B3LYP is short form form Becke's 3-parameter formula, B3, which describes the
exchange functional, and LYP for Lee, Y ang, Parr who developed the correlation func-
tional [163].
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Hamiltonian H of the system may be approximated by the Hamiltonian of
an isolated atom centred at each lattice point [160]. The atom orbitals ,
which are eigenfunctions of the single atom Hamiltoniakl,;, are assumed
to be very small at distances exceeding the lattice constant, sbat the lat-
tice sites can be treated independently. The actual crystal Hattonian H is
given by adding a correction potential toH :

H=Ha+ U@ (4.16)

It is further assumed that any corrections to the atomic potenal U, which
are required to obtain the full HamiltonianH of the system, are appreciable
only when the atomic orbitals are small. A solution to the timendependent
single electron Schredinger equation is then assumed to be ankar com-
bination of atomic orbitals ,:

X
(r)= b () (4.17)
n
wheren refers to then-th atomic energy level. Using this approximate form
for the wavefunction, and assuming only then-th atomic energy level is

important for the m-th energy band, the Bloch energie$,, are of the form:

P .
mt D R0 m(R)e'k R

Bt ey m(R)SFR (4.18)

"m(K) = Em

where ., m(R)and ,(R) are the overlap integrals which are de ned by:

z
m = m(r) U(r) ( r)d’r; (4.19)
Z
m(R) = a(r) (1 R)dr; (4.20)
Z
m(R) = () U (r R)dEr: (4.21)
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In principle, everything that can be calculated by theab initio methods
can be calculated by an appropriate tight binding method andvith less
CPU-time. The keyword above is the 'appropriate’: the genefdy and the
transferability of a tight binding method depends on the appoximations.
Although valid for thousands of particles, the method used must bassessed
case-speci cally.

In computational physics and chemistry the methods similar toight bind-
ing are called the neglect of diatomic di erential overlap rathods [163]. Also
these methods simplify the involved integrals but retain the mlecular orbital
description. The group involves various methods such as AMland PM3
3 [163].

4.1.3 Empirical methods

The category of empirical methods contains a wide set of paratnised clas-
sical force elds that reproduce more or less accurately the ting set that
is determined either from experimental data or fromab initio simulations.
Force- eld methods have the benet of being computationayl simple and
thus fast. They allow the simulation of large systems (up to huneéds of
millions of atoms) over a greater time-span (up to microsecondf)an the
methods presented above.

The simplest approximation for the interaction potential tales into ac-
count only two-particle interactions. Potentials like thisare called pair po-
tentials. The Lennard-Jones potential [165] and the Morse peitial [166]
are two very well known examples of pair potentials. Although gr poten-
tials are not ideal for the study of the energetics and mechaal properties

2Austin M odel 1 is named after the place of its origin, that is, University of Texas,
Austin, USA.

Sparametrized M odel 3 is named so because it was the third parametrised model
released by the person in charge of its development.
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of materials, they are very much used because they are simple topies
ment and algorithms based on pair potentials are kind on compational

resources. There are, however, some severe shortcomings whictulshbe
taken into account whenever pair potentials are used. For exwple, an inter-
action described by a pair potential model can depend only omé distance
between two particles. Thus the potential cannot model diré¢ional bonding.

Pair potentials often predict wrong vacancy formation engies and melting
temperatures [165, 166].

The construction of an accurate force- eld encounters ofteaystem and
material based di culties, and often even fundamental limitaions. Di cult
media are metals, alloys, semiconductors, and oxide-based insoifa. In this
thesis the emphasis is, of course on carbon. Describing carbonuaately re-
quires a lot of caution and is di cult because the 3 electrons participate in
molecular bonding and together with p electron orbitals hybridise to form
a wide variety of potential bonding con gurations that dep@d on the en-
vironment and on the ambient conditions. Even by itself, carbo can form
structures as diverse as the isotropic diamond crystal or the autropic pla-
nar graphite and nanostructures. If the consideration is exteled to organic
molecules, even only hydrocarbons, the bonding variety, and the same
time the complexity of describing it accurately, becomes vast

If covalently bonding materials, likesp?-carbon, are simulated, the mod
elling of directional bonding is essential in order not to obia outright wrong
results. In general this means that the interaction potentiaused must in-
clude at least a three-body interaction term. Because carbos the basis of
all organic materials and because diamond and graphite havariwus appli-
cations in materials science, numerous attempts to createccate classical
interaction potential have been made but only a few of the ppnsed schemes
are widespread. For example, carbon interaction potentialedeloped by Ter-
so in Refs. [158, 167, 168] and Brenner in Ref. [159] are widelysed in
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the modelling of carbon. The Brenner model is considered moversatile
because of additional conjugated bond description while therattures mod-
elled by the Terso model su er from an over binding of radicalsand the
description of systems involving bonds that exhibit a mixture bsp® and sp?
hybridizations is inaccurate. Both models are short rangedoger only the
nearest neighbours to speed up the calculations. For descriptiof graphite
or multi-walled nanotubes, much longer range interactionsra required. Var-
ious long-range extensions that are most often based on Lennakahes type
additional term to describe the -bonding have been proposed. Stuart
al. [169] have aimed at maintaining the reactivity description bthe Bren-
ner [159] model while introducing the long-range interacins.

In general the force- eld methods can give information on th structure
and dynamics of a system, the total energies, entropies, free agies, and
di usive process in the system. By their construction the methodare inca-
pable of predicting any properties related to the electrong structure such
as electrical conductivity, optical, or magnetic properts. In short, the clas-
sical force eld methods are structure control tools. The genal accuracy
of results obtained by classical force eld methods is far fromhe level of
accuracy obtained byab initio simulations but so are the feasible system size
and the attainable time scale as well.

4.1.4 Molecular dynamics studies

As described in detail in the previous sections, rst principle daulations
which include quantum mechanical details are the best methddr the study
of any system. But from theoretical calculation point of viewit is usually
not practical to carry out rst principle calculations for larger systems ¥ 100
atoms). In such cases, molecular dynamics simulation is one of thwdely
used theoretical methods to calculate various mechanicahgrmodynamical
and even chemical properties of large systems.
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Molecular dynamics (MD) method is a computer simulation techique
where the time evolution of a set of interacting atoms is folleed by integrat-
ing their equations of motion [170,171]. In molecular dynaies, we follow the
laws of classical mechanics, and most notably Newton's law for baatom i
in a system constituted byN particles:

Fi = Mg (422)

Here, m; is the mass of the particlea; = d?r;=dt? , its acceleration, andF; is
the force acting upon it, due to the interactions with other ¢oms. Given an
initial set of positions and velocities, the subsequent time ewdion is in prin-
ciple completely determined and hence it is a deterministieethnique. The
main ingredient of a molecular dynamics simulation is a modé&br the phys-
ical system under consideration. This requires the de nition foa potential

in the simulation will interact. This function is translationally and rotation-
ally invariant, and is usually constructed from the relative sitions of the
atoms with respect to each other, rather than from the absolutgositions.
In chemistry and biology this is usually referred to as a forceeld. Forces
are then derived as the gradients of the potential with resped¢o atomic
displacements:

Fi=r V(ry:iirn) (4.23)

This form implies the presence of a conservation law of the tdt@nergy
E = K + V, whereK is the instantaneous kinetic energy. The simplest

choice for V is to write it as a sum of pairwise interactions:

X X _ _
V(ryiiiry) = agrirj)) (4.24)
i i
The clausej > i in the second summation has the purpose of considering
each atom pair only once. In the past most potentials were conistied by
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pairwise interactions, but this is no longer the case. It has beaecognised
that the two-body approximation is very poor for many relevat systems.

The engine of a molecular dynamics program is its time integtion al-
gorithm, required to integrate the equation of motion of thanteracting par-
ticles and follow their trajectory. Time integration algoithms are based on
nite di erence methods, where time is discretized on a nite gid, the time
step t being the distance between consecutive points on the grid. Knimg
the positions and some of their time derivatives at time t (the xeact details
depend on the type of algorithm), the integration scheme gigethe same
quantities at a later time t+ t. By iterating the procedure, the time evolu-
tion of the system can be followed for long times. Two popular iegration
methods for MD calculations are the Verlet algorithm and préictor-corrector
algorithms [170,171]. They are quickly presented in the seatis below.

In molecular dynamics, the most commonly used time integratioalgo-
rithm is probably the so-called Verlet algorithm [172,173]The basic idea is
to write two third-order Taylor expansions for the positionsr (t), one forward
and one backward in time. Callingv the velocities,a the accelerations, and
b the third derivatives of r with respect to t, one has:

r(t+ t)=r()+ v(t) t+ ) t2+@=6)b(t) t3+ O( t%) (4.25)
r(t t)=r() v(t) t+ ) 2 (1=6)b(t) t3+ O( tY) (4.26)

Adding the two expressions gives:
r(t+ t)y=2r() rt t)+alt) t2+ O( t% (4.27)

This is the basic form of the Verlet algorithm. Since we are iegrating
Newton's equations,a(t) is just the force divided by the mass, and the force
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is in turn a function of the positionsr(t):
a(t) = (2=m)r V (r(t)) (4.28)

A problem with this version of the Verlet algorithm is that velocities are not
directly generated. While they are not needed for the time eltion, their
knowledge is sometimes necessary. Moreover, they are requitedtompute
the kinetic energyK , whose evaluation is necessary to test the conservation
of the total energyE = K + V. This is one of the most important tests to
verify that a MD simulation is proceeding correctly. One coul compute the
velocities from the positions by using

rt+ t) it t)

V()= 2t

(4.29)

Predictor-corrector algorithms constitute another commoly used class
of methods to integrate the equations of motion and it consistef three
steps [174]. The predictor does the following; From the positis and their
time derivatives up to a certain order ¢, all known at time t, me predicts
the same quantities at timet + t by means of a Taylor expansion. Among
these quantities are, of course, acceleratioms The second step is the force
evaluation. The force is computed taking the gradient of thpotential at the
predicted positions. The resulting acceleration will be in gemal di erent
from the predicted acceleration. The di erence between th&vo constitutes
an error signal. Third step involves the corrector. Here, the sor signal
obtained from previous step is used to correct positions and tinelerivatives.
All the corrections are proportional to the error signal, the oe cient of
proportionality being a magic number determined to maximie the stability
of the algorithm.

The outcomes of molecular dynamics simulations are mainly téemined
by the interaction potentials (force elds) that are used in tre calculations. It



Chapter 4. Theoretical Approaches to the Energetics of CNTs 68

is crucial to know the validation regime of a certain potenal function. While
several standard potential functions have emerged for partiar classes of
systems, at present there is no de nitive functional form that adquately
describes all types of multi-atom bonding. Instead, potentla are often de-
veloped for speci ¢ applications with functions and parametrs determined
on an ad hoc basis. This process leads to considerable and justi ed un-
certainty with regard to the reliability of quantitative re sults produced by
analytic potentials.

4.2 Force elds employed in this thesis

In this thesis, the emphasis is on developing a simple and comptitaally
inexpensive model for studying the energetics of carbon nanbies. Classical
methods are used for obtaining the parameters of the model attus choice
allows studying structures that have dimensions comparable texperimen-
tally observed ones. These include Brenner and Terso potentil Following
section contains a detailed explanation of these potential$omg with a brief
introduction to the developing of analytic potentials for stidying specic
phenomena.

4.2.1 Introduction

Analytical potential energy functions (sometimes referreda as empirical or
classical potentials) are simpli ed mathematical expressions #t attempt to

model interatomic forces arising from the quantum mechanitanteraction of

electrons and nuclei. Their use is generally necessitated @tlby the desire to
model systems with sizes and/or timescales that exceed availaldomputing
resources required for quantum calculations, or to gain qutdtive insight

into things like bonding preferences that may not be immedialy obvious
from the results of numerical calculations.
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The development of an analytic interatomic potential eneng expression
includes two aspects. The rstis the derivation of relatively snple but sound
functional form that captures the essence of quantum mechaaicbonding.
The second aspect is making the potential function practicalof specic
applications by incorporating additional empirically-deived functions and
parameters. A potential energy function with exibility, accuracy, transfer-
ability and computational e ciency is considered to be an e etive one.

To study the structure and energetics of carbon nanotubes, in ighthe-
sis we used the bond-order Terso potential and Brenner empiiat poten-
tial, which were developed for covalent systems and parameseid for car-
bon. Both these potentials are developed from the formalismtioduced by
Abell [175]. This formalism models the local attractive eleabnic contribu-
tion to the binding energy E; of an atomi using an interatomic bond-order
that modulates a two-centre interaction,

Ei = * By VA(ry); (4.30)
i6i

where the sum is over nearest neighboujsof atom i, Bj is the bond-order
function between atoms andj, VA(r; ) is the pair term and r is the scalar
distance between the atoms and j. The function VA(r; ), which represents
bonding from valence electrons, is assumed to be transferablavieen dif-
ferent atomic hybridizations. All many-body e ects such as chages in the
local density of states with varying local bonding topologieare included in
the bond-order function. Abell suggested that the major conthution to the
bond-order function B ) is local coordinationz, and using a Bethe lattice
he derived the approximationB; = z 2. By balancing the attractive local
bonding contributions with a pair sum of repulsive interactios, Abell was
able to show that the wide range of stable bonding con guratio; can be
rationalised by di erent ratios of slopes of the repulsive to dtactive pair
terms, while maintaining the approximate bonding universaty suggested by
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Rose and coworkers [176]. Assuming exponentials for the reputésand at-
tractive pair interactions, the analytic interatomic potertial energy form for
the cohesive energ¥ .o, Of a collection of atoms becomes:

X X
Ecoh = Ei; Ei = [Ae i Bij Be "i ]; (431)
i i6i

whereE; is the binding energy of individual atoms.

4.2.2 Terso potential

A practical implementation of Abell's bond-order formalism vas developed
by Terso for modelling group IV materials. He introduced an empical
functional form for the bond-order that incorporates angwdr interactions
while still maintaining coordination as the dominant featue determining
structure. A subtle but crucial feature of Terso 's bond-orderfunction is
that it did not assume dierent forms for the angular terms for d erent
hybridizations. Instead, it uses an angular function that is dermined by
a global t to structures with various coordinations. This fedure, together
with a physically-motivated functional form provides the function with an
extraordinary degree of transferability.

To study the structure and energetics of carbon nanotubes, we asthe
Terso empirical potential [158], which was developed for ealent systems
and parametrised for carbon [177]. The Terso potential is a may body
potential, which depends on the nearest neighbours of atomsdihas the
following form:

Vi = fe(ry)la fr(ry)+ by fa(r)l: (4.32)

Here, fc(rj ) is the cut-o function which limits the interaction of an atom
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to its nearest neighbours:

E 1; [ij R D
= 5 z 2sinfz(rj R)=D; R D<rj R+D (4.33)
0 Fij >R + D;
whererj is the distance between thé™ and the j™ atoms, R and D are
parameters taken from Ref. [177], which determine the rangéthe potential.
fr(rij) and fa(rj) in Eq. (4.32) are the repulsive and the attractive terms
of the potential respectively, which are de ned as follows:

fr(ry)
falri)

Aexp(  1rj) (4.34)
B exp( 2l j ): (435)

Here, A, B, ; and , are the positive parameters of the potential, which
were derived for carbon in Ref. [177]. The factob; in Eq. (4.32) is the
so-called bond order term, which is de ned as follows:

by =@+ ") (4.36)

where and n are parameters of the potential, while ; is de ned as:

X
i = fe(ri)a( i) exp  3(rj  ri)® : (4.37)
K6 i

Here, fc(rik) is the cut-o function introduced in Eq. (4.33), 3 is another
parameter of the potential. The functiong( ik ) is de ned as:

.. C ¢ .
Wa)=1+ d2+(h cos j)?’

(4.38)

where jx is the angle between bonds formed by pairs of atomsgj() and
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(i;k). The function g; in Eq. (4.32) reads as:

ay =(1+ ") (4.39)
with  and n being parameters, while j; is de ned as:
X
i = fc(rik) exp g(rij rik)3 . (440)
K6 i;j
AEV)[BEeV)| (A ] 2(AYH] 3(AY 10 7
1393.6| 346.74| 3.488 2.212 0.0 0.0 1:572
n c d h R(A) |D (A
0.7275| 38049 | 4.3484 | -0.5706 1.95 0.15

Table 4.1: Parameters of the Terso potential used in the caldations [177].

The Terso potential was used earlier for the studies on the stality and
structural properties of many carbon systems including fullenes [178{180]
and nanotubes [181{183] and it is proved to be reliable. Theapameters of
the Terso potential are slightly di erent in di erent articl es. In Tab. 4.1,
we compile the parameters used in the present thesis.

4.2.3 Limitations of Terso potential

The procedure used by Terso to develop classical potentials failicon, car-
bon and germanium is to t the pair terms and an analytic exprssion for
Bjj to a number of properties of the diatomic and solid-state structres (e.g.,
bond energies and lengths, bulk moduli , vacancy formation ergies, etc.).
His expression developed in this way appears to be relativelyatrsferable
to other solid-state structures not used in the tting proceduresuch as sur-
face reconstructions on silicon and interstitial defects in clon. However,
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further analysis shows that this expression is unable to reprode a number
of properties of carbon such as a proper description of radisahnd conju-
gated versus non-conjugated double bonds. Donald Brenner $]®xtended
Terso potential by adding additional terms in the bond orderterm which
enabled him to explain many properties that were not explaable by Ter-
so potential. Following section contatins a detailed descrippon of Brenner
potential.

4.2.4 Brenner potential

Brenner potential is an empirical many-body potential, wheh was originally
developed for hydrocarbons, that can model intramoleculahemical bonding
in a variety of small hydrocarbon molecules as well as grapliand diamond
lattices. This potential function is based on Terso 's covalenbonding for-
malism with additional terms that correct for an inherent ovebinding of
radicals and that include nonlocal e ects and was developed 1990 by Don-
ald W. Brenner [159]. The potential function is short ranged rad quickly
evaluated so it should be very useful for large-scale moleculamémics sim-
ulations of reacting hydrocarbon molecules.

The binding energy in Brenner formalism is written exactly ke that in
the Abell-Terso formalism as a sum over atomic sites,

Ep= 5 E (4.41)

where each contributionE; is written as

X
Ei=  [Vr(rj) BjVa(rij)l (4.42)
i6i

In Eq. 4.42, the sum is over nearest neighboufs of atom i, Vk(rj) and
Va(rjj) are pair-additive repulsive and attractive interactions, espectively,
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and Bj represents a many-body coupling between the bond from atointo
atom j and the local environment of atomi. As discussed by Abell and
Terso, if Morse-type functions are used for the repulsive and &i@ctive
pair terms, then B can be considered a normalised bond order because the
Pauling relationship between bond order and bond length isabzed. Putting

Eq. 4.42 into EqQ. (4.41), one obtains an expression for the bimgy energy as:

Eb = é [\/R(rij ) gij VA(rij )], (443)
i j6i

where the empirical bond-order function is given by:

§ij = }[B-- +B; ]+ B.

o= ji ij (4-44)

The local coordination and bond angles for atoms and j determine the
values for the functionsB;  and B; . Brenner has written the function
B as a sum of two terms:

B = [°+B" (4.45)

The value of the rst term i?c depends on whether a bond between atoms
i and j has radical character and is part of a conjugated system. The lue
of the second termBi'jDH depends on the dihedral angle for carbon-carbon
double bonds. This expression combined with Eq. (4.43) is used de ne
the binding energy due to covalent bonding of any collectioof hydrogen
and carbon atoms. As in the case of traditional valence-forcelds, Brenner
potential assumes no predetermined atomic hybridizations; stead, atomic
bonding is determined strictly from local bonding neighboww and non-local
conjugation. Because the local bonding environment deterngs the e ective
interatomic interactions, and not the other way around, the m uence of
atomic rehybridization on the binding energy can be modelieas covalent
bonds break and reform within a classical potential.
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Terso potential used Morse-type terms for the pair interactims. How-
ever, it was not capable of simultaneously tting equilibriumdistances, en-
ergies, and force constants for carbon-carbon bonds. Moregwstorse-type
terms have the further disadvantage that both terms go to in rite values as
the distance between atoms decreases, limiting the possibility modelling
processes involving energetic atomic collisions. By taking aliese draw-
backs into consideration, Brenner developed new forms forghepulsive and
attractive terms in the potential as:

VR(r) = f¢(r)(A + Q=r)Ae ' (4.46)
and
x3
VAN =f%r) Bpe " (4.47)
n=1

Herer is the scalar distance between atoms. The screened Coulomb func-
tion used for the repulsive pair interaction (Eqg. (4.46)) goe$o in nity as
interatomic distances approach zero, and the attractive tem (Eq. (4.47))
has su cient exibility to simultaneously t the bond properti es that could
not be tted with the Morse-type terms used in Terso potential. Like in the
case of Terso potential, the functionf ¢(r) limits the range of the covalent
interactions. The value of this function is de ned by a switchmg function of

the form:
8 .
3 1 r D{j“'”
fijc(r)= 5 %+ %cos[ (r D{j“‘” =(D{jnalx D{j“‘”)]; Di?“” <r D{j“ax
. O r> D irjnax-

(4.48)
where D™ D{j“"‘ de nes the distance over which the function goes from
one to zero. The bond-order term has got the form:

X
By =[1+ fi (ri)G(cos( i ))e ™ + Py (NS N 2 (4.49)
k(61 )
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As in the previous equations, the subscript refer to the atom idéity, and
the function f ¢(r) ensures that the interactions include nearest neighbours
only. The function P represents a bicubic spline and the quantitiesl© and
N represent the number of carbon and hydrogen atoms, respectiyethat
are neighbours of atom. These are de ned by the sums:

carbcx atoms
NC = f<(ru) (4.50)
k(61 )

and
hydro%n atoms

N = fo(rn) (4.51)
(815 )
For solid state carbon, values of and the function P are taken to be zero.
The function P can be envisioned as correction to the solid-state analytic
bond order function that are needed to accurately model malalar bond en-
ergies. An identical expression is given f@; by swappingi- andj -indices
in Eq. (4.49).

The form of the function G(cos( jk )) is obtained using sixth-order poly-
nomial splines for the available data points. These data point@re obtained
from the bond energy informations of diamond lattice and ggzhitic sheets.
The function is plotted in Fig. 4.1. By analysing the energy ogmall ring
hydrocarbons, Brenner found that the values o6(cos( i )) are too large
for undercoordinated carbon atoms. To allow for both overcodinated and
undercoordinated atoms, a second spling (cos( )) was determined that was
coupled to G(cos( i )) through the local coordination. The revised angular
function is given by:

de = Ge(cos()) + QNI c(cos())  Ge(cos())] (4.52)
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Figure 4.1: The angular contribution, G(cos( i )), to the bond order term.
The blue line shows the actual spline t to the data and the greetine is the
modi ed form of the angular function for low-coordination stuctures.

where the functionQ is de ned by:

8
3 L N' 32
Qi(N}) = , 3t 3COSR(NS 32)f 32<N{ 37 (4.53)

0; N! > 37,
The quantity N! is the coordination of atomi which is given by,
Nf=NC+ N (4.54)

where N¢ and N are de ned by equations Eg. (4.50) and (4.51), respec-
tively.

The term i'fc in Eqg. (4.45) represents the in uence of radical energetics
and -bond conjugation on the bond energies. This term is necessany t
correctly describe radical structures such as the vacancy foation energy
in diamond, and to account for non-local conjugation e ectsuch as those

govern the di erent properties of the carbon-carbon in grajpite and benzene.
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This function is taken as a tricubic spline~ that depends on the total number
of neighbours of bonded atoms and j as well as a functionNi}*"’”j which
depends on local conjugation.

RC = Fyj (NSNS NS (4.55)

To calculate whether a bond is part of a conjugated system, theale of
N " in Eq. (4.55) is given by the function:

. cybon cy(bon
N =1+][ fif (ric)F (X )? + [ fif (rji )F (X501 (4.56)
k(6i;j) 1(6i;))
where 8
E 1 Xik 2
F(Xik) = 3 % + %COS[ Xk  2)]; 2<Xi 3 (457)
"0 Xik > 3
and
Xik = N fi(ric) (4.58)

If all of the carbon atoms that are bonded to a pair of carbon amsi and
j have four or more neighbours, equations (4.56)-(4.58) yietdvalue of one
for Nf°", and the bond between these atoms is not considered to be part of
a conjugate system. As the coordination numbers of the neighbrng atoms

decreaseN;*"

con guration. Furthermore, the form of equations (4.56)-4.58) distinguishes

becomes greater than one, indicating a conjugated bonding

between di erent con gurations that can lead to conjugation. For example,
the value of N for a carbon carbon bond in graphite is nine, while that
for a bond in benzene is three. This di erence yields considdile extra exi-
bility for tting the energies of conjugated systems. These equi@ns provide
a straightforward way of incorporating conjugation e ects nto a classical
potential energy function without having to diagonalize a matrix or go be-
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yond nearest neighbour interactions. Furthermore, changes conjugation
as bonds break and from are smoothly accounted for. This app@h consid-
erably reduces computational time while still including cojugation to a rst
approximation.

Discrete values for the function de ned by equation (4.55) & chosen to
t the energies of static structures and tricubic splines are uskto interpolate
between these values.

Bi(eV) | Ba(eV) [Bs(eV)| 1 (A | 2(AY | 3(A Y

12388.792] 17.567 | 30.715| 4.720 | 1.433 | 1.383
(AD | AV) | QA (A" | Dmin D max
0.0 |10953.544 0.313 | 4.747 1.7 2.0

Table 4.2: Parameters of the Brenner potential used in the @allations [159].

The term BP™ in Eq. (4.45) is given by:

- X X
BiJDH = Ty (NF NS NG (1 cos( i Nk (ra)fi (ri)] (4.59)

k(61i;j) 1(8i)
where
ik = €jik €jjl - (4.60)

The function T (N, N/; Nij°°”j) is a tricubic spline, and the functionse
and g; are unit vectors in the direction of the cross product®;; Ry and
Rij Ry, respectively, where theR are vectors connecting the subscripted
atoms. These equations incorporate a standard method for desxng forces
for rotation about dihedral angles for carbon-carbon doublbonds into the
analytic bond order. The value of this function is zero for alpnar system,
and one for angles of 90 Therefore the functionTcc determines the barrier
for rotation about these bonds,. This function was parametrigesuch that
for carbon-carbon bonds that are not double bonds, this corbution to the
bond order is zero. The value foiTcc for non-conjugated carbon-carbon
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bonds was tted to the barrier for rotation about ethene. Thevalue for T¢c
for conjugated double bonds was tted such that for all dihedal angles of 90

, the minimum-energy bond length is 1.4A. This value was chosen because it
is the average bond length for hypothetical structure analysetheoretically
by Liu et al. Like graphite this structure contains all threefold-coordiated
atoms, but with each dihedral angle equal to 90rather than 9 .

The entire parameter- tting scheme described above was madertsider-
ably easier by assuming only nearest-neighbour interactions. &hvay to best
de ne this for a continuous function, however, is problemat. The approach
used here to handle this is same as that used by Terso, i.e., usindimiting
function f ¢(r) de ned by Eq. (4.48). The parameters of Brenner potential
are compiled in Tab.4.2.

4.3 Necessity and importance of physical models

As discussed in the previous sections, researchers had already hessd var-
ious theoretical methods for the study of the energetics of kgon nanotubes
including DFT calculations and molecular dynamics simulatins. Each of
these methods have their own advantages and disadvantages ahe rel-
evance of a particular method depends on which aspect of thenwdube is
under interrogation. First principle DFT calculations havethe serious limita-
tion of being computationally expensive and hence they couttbt be applied
for the study of nanotubes with reasonably large number of atasn In such
situations, methods based on molecular dynamics plays the raéa poten-
tial substitute but even they have limitations on the size of thesystem to be
investigated. For example, studying a nanotube with million®f atoms using
molecular dynamics simulation is also computationally demaling.

Hence, one reaches a stage that demands the introduction of a glenand
computationally less expensive approach to study the theoretl aspects of
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carbon nanotubes. In this regard, physical models which taketo account
all the important necessary details of the system could serve as arective

tool for studying the energetics of nanosystems. Every model iaged on a
set of parameters which makes them simple and computationaltguch less
expensive. The parameters of a model could be obtained fromstrprinciple

calculations or calculations with classical methods for smatlanotubes and
once they are obtained they can directly used for nanotubes anfy size.

In this thesis we propose such a model for calculating the bindjnen-
ergy of single-walled carbon nanotubes of arbitrary chiréyi and we call this
model as liquid surface model. Liquid surface model can proeidhe energy
of any nanotube once its chirality and total number of atoms i@ known.
The number of parameters of the model varies depending on viher the
nanotube is open or capped. Liquid surface model assumes thae ttotal
energy of a single-walled nanotube can be written as a sum of s, curva-
ture, and edge energy terms. The motivation behind this modelame from
similar models which were used for the studies of a variety of sysie like
charged droplets, nuclei and clusters for more than a centurnyga [184{192].
Following section contains a brief introduction to such modslused for the
studies of various systems.

4.3.1 Motivation behind liquid surface model

In 1882 Lord Rayleigh proposed a model called liquid drop molda his stud-
ies on the stability and ssion of charged droplets where a clasalccharged
drop deforms through elongated shapes to form separate dragsle[184]. He
predicted for an incompressible charged liquid droplet thathte quadrupole
oscillation becomes unstable as soon as the disruptive Coulorobck is equal
to the attractive cohesive force or, in terms of energies, whehe Coulomb
energyE. corresponds to twice the surface enerdys. Furthermore, Rayleigh
claimed that for high charges higher multipole oscillationsvill become un-
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stable and will provoke the emission of highly charged liquid ithe form of
ne jets.

The ssility parameter X = E.=2Es characterises the relative contribu-
tion of repulsive (Coulomb) and cohesive (surface) energies tioe ssion
barrier, separating between the bound initial states and the ssion prod-
ucts. For X < 1, thermally activated ssion over the barrier prevails. At
the Rayleigh instability limit of X =1, the barrier height is zero. Although
many features of nuclear and metal cluster ssion go beyond thdpsics of a
classical liquid droplet and require the incorporation of quaum shell struc-
ture and dynamics, it is successfully applied to explain some oféhmain
characteristics of such systems.

Figure 4.2: Curve showing the binding energy of nucleus as anfition of
number of nucleons [193].

Half a century after Lord Rayleighs publication, Bohr and Wheler ex-
tended the model to explain the discovery of nuclear ssion [18% terms
of a classical charged droplet where they assumed that the charigedis-
tributed uniformly through out the volume. For their studies, they treated
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the nucleus as a drop of incompressible nuclear uid which impk that the

nucleons are imagined to interact strongly with each otherike the molecules
in a drop of liquid. This is a crude model that does not explaimll the prop-

erties of nuclei, but does explain the spherical shape of mostatei. It also

helps to predict the binding energy of the nucleus which isygn in Fig.4.3.1.
Mathematical analysis of the theory delivers an equation wbl attempts to

predict the binding energy of a nucleus in terms of the numberof protons
and neutrons it contains.

Bohr proposed that if one consider the total energy of a nuclewss the
sum of a volume energy, surface energy and Coulomb energy, thiea picture
of a nucleus as a drop of liquid accounts for the observed varan of binding
energy per nucleon with mass number. Because each bond eneggghared
by two nucleons, each has a binding energy of one-half bond egye When
an assembly of spheres of the same size is packed together into thalkst
volume, as we suppose is the case of nucleons within a nucleush eaterior
sphere has 12 other spheres in contact with it. So, this energyproportional
to the volume and hence it is called volume energy. A nucleomthe surface
of a nucleus interacts with fewer other nucleons than that @nin the interior of
the nucleus and hence its binding energy is less. The surfacerggdakes that
into account and is therefore negative. The electric reputsn between each
pair of protons in a nucleus also contributes toward decreagrits binding
energy. The Coulomb energy of a nucleus is equal to the workathmust be
done to bring together the protons from in nity into a spherial aggregate
the size of the nucleus. The Coulomb energy is negative becausarises
from an e ect that opposes nuclear stability.

Although a model like this could explain the features of the ntlear bind-
ing energy curve fairly well, it can be improved by taking inb account two
other energies that do not t into the simple liquid-drop mode but which are
readily explainable in terms of a model that provides for ndear energy lev-
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els. They are asymmetry energy, an energy needed as a corractiden the
number of neutrons is greater than the number of protons andaring energy,
an energy which is a correction term that arises from the tendey of proton
pairs and neutron pairs to occur (an even number of particlés more stable
than an odd number). Including all these terms results in an ea@tion for
the nuclear binding energy which has ve terms on its right had side. These
correspond to the cohesive binding of all the nucleons by the sirg nuclear
force, a surface energy term as explained above, the electatist mutual re-
pulsion of the protons, an asymmetry term (derivable from the mtons and
neutrons occupying independent quantum momentum states) aral pairing
term (partly derivable from the protons and neutrons occupyg independent
guantum spin states). IfA is the total number of nucleonsZ the number of
protons andN the number of neutrons, the binding energy of the nucleus is
given by:

2
L2 (A 22)

— 2=3
Ep,= a/A asA AL3 A

+ (AjZ)  (4.61)

whereay, as, ac, an and are the parameters of the model. The nuclear
droplet deforms through elongated shapes passing a barriertimlately de-
velop into two separated fragments. When the ssility ratioX = E.=2Eq
becomes 1 the barrier is zero. This is the Rayleigh limit. It as immediately
understood that neutron induced ssion would occur for ssilities smaller
than 1 through the thermal activation of the barrier.

In analogy to atomic nuclei, metal clusters can be described gaantum
liquid drops. The onset of instabilities of charged metal cluste has been
studied by many groups both experimentally and theoreticall[188{192] and
the Rayleigh model has proven to be powerful to explain theinstabilities.
Most often the ssion of charged metal clusters has been observetiastudied
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for X < 1 as a thermally activated process.

We developed a similar model to calculate the binding energylooth open
ended and capped single-walled carbon nanotubes. The modehasned lig-
uid surface model because of the similarity of the suggested motelthat
used in the study of liquid droplets, nuclei, and atomic clustersSimilar mod-
els were already discussed for nanotubes [181, 182, 194{19%]tha studies
were limited only to speci c types of nanotubes, namely zigzaand armchair.
Contrary to the earlier studies, our model can be applied to natubes of
arbitrary chirality and length. The major di erence between liquid drop
model and liquid surface model is that for single-walled nanaibes, the lig-
uid surface model does not contain a volume energy part. Thelume energy
appears in the liquid surface model in the case of multiwalledanotubes.

Liquid surface model, derivation of its parameters and the seilts which
could be obtained with such a model are described in detail in ¢hnext
chapter.
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Liquid Surface Model

5.1 Introduction

This chapter gives a detailed description of liquid surface ndel and the
results which are obtained using this model. The model is dewpled for
two types of carbon nanotubes, namely, open-end nanotubesdanapped
nanotubes. First section of this chapter deals with open-end natubes. The
parameters of liquid surface model for this kind of nanotubesre developed
here and using these parameters the binding energy characstigs of open-
end nanotubes are analysed.

The second section deals with a more realistic type of nanotubesg,
capped nanotubes. Derivation of the parameters for the capgpeanotubes
are described in detail and analysis of the binding energy claateristics
are performed. The binding energies calculated using Bremn@otential are
compared with that obtained from the liquid surface model. Th model is
used to get some insights into the mechanism of growth of carbonn@ubes
by considering the e ect of catalyst particle on the binding eargy of carbon
nanotubes. Further, the elastic constants of carbon nanotubese obtained
using liquid surface model and it is compared with the known vaés.

5.2 Liquid surface model: Open-end nanotubes

Let us consider an open-end nanotube as shown in Fig. 5.1. Acdaglto the
liquid surface model, the total energy of such a nanotube can gpressed as

87
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a sum of three terms which are determined by the geometry of timanotube,
namely, the surface area, curvature of the surface, and the sleapf the edge.

E = Eq+ E¢+ Ee: (5.1)

In order to understand the origin of these three di erent energ contri-
butions, consider a graphene sheet as shown in Fig. 2.2 in page 13.

The energy of this plane graphene sheet depends on the totalnmoer of
atoms in it. For a graphene sheet of nite size, there are two kds of carbon
atoms: Atoms within the sheet and atoms at the edge of the sheet. hize,
the energy of the sheet depends on two quantities: Its surfacesarand the
number of atoms at the edge. The extra energy of the edge arideam the
dangling bonds of the carbon atoms at the edge. When the gragre sheet is
rolled up to form a nanotube, two edges of the sheet meet eaclhet resulting
in closing of dangling bonds along those edges. This leads to amase of the
edge energy in the nanotube compared to that in the correspand graphene
sheet. But at the same time, the rolling up of the graphene sheeauses an
increase of the strain energy in a nanotube, i.e., elastic engngeeded to roll
a planar sheet up into a cylinder. The edge energy is directlygportional to
the number of dangling bonds at the edge, which in the case of anotube is
equal to the number of carbon atoms at the edge. For a nanotuloé chirality
(n; m), the number of carbon atoms at the edge is given hy+ m.

In order to derive explicit expressions for the energy contriltions, we
de ne that an open-end nanotube consists of two parts: Two edge$length
X and an inner part of length L (see Fig. 5.1). X is de ned in such a
manner that all carbon atoms with less than three bonds are p@aof it.

If N; is the total number of carbon atoms in the inner part of the naatube
and N, is that at one edge, the total number of atoms in the nanotubeamn
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Figure 5.1: Dierent parts of an open-end carbon nanotube osidered in
the liquid surface model. X is the width of the edge region of he nanotube
which is marked by pink colour,Ne and S, are the number of atoms in
the edge region and the area of this region, respectivel{; and S; are the
number of atoms in the inner region and its surface ared. and R are the
length and radius of the nanotube [16].

be written as:
N = N; + 2N (5.2

Let ; be the area per atom in the inner region. Then the surface are&tbe
inner region of the nanotube can be written as

S=2RL = Ny= ;N 2 iNg: (53)

Here, R is the radius of the nanotube and. is its length, as illustrated in
Fig. 5.1. If is the surface energy density, . is the curvature energy density
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and . is the area per atom at the edge of the nanotube, then the surigc
edge, and curvature energy terms can be written as follows:

Z
Es = dS = S; (5.4)
Si
ZL+2X
1 1 S +2S
E. = i Cﬁdrz Cﬁ(L +2X)= . = € (5.5)
Ee = 2 X2 R)=2 N (5.6)

Here,Se is the area of one edge of the nanotube angis related to the speci c
curvature energy of a nanotube by the relation, = =2 . In deriving

Eq. (5.5), we used the relation that R (L +2X) =S | +2S.. Also, we
assumed that the surface energy density, is same throughout the nanotube.
Substituting Egs. (5.4), (5.5), (5.6) into Eg. (5.1), one dexes:

S +28e+

2 N (5.7)

Substituting S; from Eq. (5.3), one obtains:

iN 2iNe+2 eNe+

E= i[N 2Ne] + ¢ R2

2 N (5.8)

Rearranging the terms,

E=( i+ 2N+2( ¢ 1 S5+ SN (5.9)
whereNe = n+ m. The radius of the nanotube is determined by the chiral
indicesn and m, p

3hai P
R = = nZ+ m2+ nm: (5.10)

where hai is the average interatomic distance in the nanotube. The area
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Figure 5.2: Area per atom in the inner and edge regions of a naanbe. The
atom marked with red colour indicates an inner atom and that rarked with
green is an atom at the edge.hai indicates the average bond length in a
nanotube.

per atom in the inner region of a nanotube can be calculated aknown in
Fig. 5.2. Each hexagonal ring contains 6 equilateral triags whose area can
be obtained by the formula:

p_ _
1 .3 . 3 .,
A= §m|7mu = Tml (5.11)
Hence, the area of the hexagon becomes:
P P
Apex = 6T3ra|2 = 3—23h3.i2 (5.12)

Each hexagon is shared by 6 atoms and each atom has 3 neighbagiri
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hexagons. Hence the area associated with an atom in the inner sidettee
nanotube becomes:

_ p_
33 ., 33 .,
5 = i’

I
ol R
w
_l\)

I

(5.13)

The area per atom at the edge of a nanotube is smaller and can batten
as:
e= i (5.14)

where 2 [0::1] is a dimensionless parameter. Substituting Eqgs. (5.10),
(5.13), (5.14) into Eqg. (5.9) and clubbing all constants, oneltains:

P 3hgi? 2.
E= 3 +
( 4 nZ+ m2+ nm

IN +2(  1)(n+ m): (5.15)

As follows from Eq.(5.15), the total energy of an open-end natube
depends on three parameters: The surface energy density the specic
curvature energy ., and , which de nes the ratio of the area per edge atom
to the area per atom in the inner region of a nanotube. These aneters are
the same for all the nanotubes. If the total number of atoms andhe chirality
of a nanotube are known, the total energy and the binding engy per atom
can be calculated using Eq.(5.15), once the parameters areolm. The
details of obtaining the parameters and the binding energyharacteristics
are described in the following subsections.

5.2.1 Parameters of the model

In order to determine the parameters;, .and , we calculated the energies of
open-end nanotubes with chiralities ranging fronrm =5 to n = 10, where for
eachn,0 m 5 and total number of atoms lies in the rang& =50 450.
These calculations are performed with both Terso and Brennepotentials.
The packages used were MBN-explorer [198] and GULP [199]. By ing
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the numerically calculated values of energy with Eqg. (5.15Wwe derived the
values for the parameters; . and . The detailes of the procedure goes as
follows:

Eq. (5.15) can be rewritten as:

_ P2 2
E = p3(3h5: ¥ n2 + m20+ nm)N
+2(  1)(n+ m)'o:‘%(?’hfii2 t o mzzi ~—): (5.16)
This is of the form of an equation for a straight line:
E = a(n;m)N + b(n;m); (5.17)
where,
a(n;m) = p§(3h5:i12 t mzzc+ nm) (5.18)
binm) = 2( 1)(n+ m)'or‘s(?"’efl2 t oy mzz°+ ——): (5.19)

Fig.5.3 shows this linear relationship between total energynd the total
number of atomsN for a nanotube of chiralityn = 8;m = 3. The slope of
this curve gives the value ofa(n; m) and the y-intercept gives the value of

b(n; m).

The total energy is calculated using Terso and Brenner poteinls and
for each chirality the values ofa(n; m) and b(n; m) are obtained by tting
the total energy with Eq. (5.17). Oncea(n; m) and b(n; m) are obtained, the
parameters of the liquid surface model are calculated by ttig the calculated
values ofa(n; m) and b(n; m) with the functions de ned in Egs. (5.18)-(5.19).
Once these parameters are obtained, Egs. (5.18)-(5.19) canused to calcu-
late the values ofa(n; m) and b(n; m) for arbitrary values of n and m. These
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Figure 5.3: Linear relationship between total energy of theamotube and the
total number of atoms N, shown for a nanotube of chiralityn = 8; m = 3.
The slope of this curve gives the value ad(n; m) and the y-intercept gives
the value ofb(n; m).

Figure 5.4: (a) Parametera as a function ofn and m. (b) Relative deviation
of a(n; m) from the liquid surface model predictiona(n; m)™™ . The relative
deviation , is de ned in Eqg. (5.20)

values are denoted as(n; m)™ and b(n; m)™ . In order to check the accu-
racy of the tting, we have calculated the relative deviation of a(n; m) and
b(n; m) from the corresponding values(n; m)™ and b(n; m) . The relative
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deviations ofa(n; m) and b(n; m) read as follows:

_a(n;m) a(n;m)™

A= e (5.20)
°T b(n;mfu(n-?(n?;m)m (5.21)

Figures 5.4 and 5.5 show the dependenciesagh; m) and b(n; m) on n and m
as well as their relative deviations from the liquid surface odel predictions.

Figure 5.5: (a) Parameterb as a function ofn and m. (b) Relative deviation
of b(n; m) from the liquid surface model predictionb(n; m)f . The relative
deviation y is de ned in Eg. (5.21)

Figure 5.4(a) shows thata(n; m) behaves monotonously witm and m and
its value approaches the limiting value, a; and m increases. Figure 5.4(b)
shows the relative deviation ofa(n; m) from the value predicted by the lig-
uid surface model, which appear to be less than 0.2%. This is iontant
because it shows that the liquid surface model reproduces cattg the ma-
jor contribution to the energy of the system. It is also worth noing that
at larger chiralities (e.g. n = 10, m = 5), the relative deviation converges
to zero, indicating that the liquid surface model should be webpplicable
for nanotubes with large chiral numbers. Figure 5.5(a) showsat b(n; m)
changes smoothly withn and m and its behaviour is almost planar. Fig-
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ure 5.5(b) shows that the relative deviation in the value ob(n; m) from the
value predicted by the liquid surface model, Eq. (5.21), isds than 1.0%.

The values of the parameters .and obtained for open-end nanotubes
are compiled along with the parameters for capped nanotub&s Table 5.2
in page 108.

5.2.2 Binding energy per atom

As predicted by the liquid surface model the total binding engy of an open-
end carbon nanotube is given by Eq. (5.15). The binding engrger atom
reads as:
- E (5.22)
N

whereE is the total energy of a nanotube andN is the total number of atoms
in it. The result of comparison of the binding energy per atom mdicted by
the liquid surface model and that calculated using the Terso pential for

the open-end nanotubes is illustrated in Fig. 5.6 and Fig. 5.%hich shows
the dependence of the binding energy on the total number of@ns in the
system.

Di erent symbols in Fig. 5.6 and Fig. 5.7 represent the valuesatculated
using the Terso potential and the lines near the correspondingymbols show
the predictions of the liquid surface model.

Figure. 5.6 and Fig. 5.7 show that nanotubes become more stabketheir
length increases. This happens because of the nanotube's edde. is the
length of a nanotube andR is its radius, one can introduce a parameter to
characterise the e ect of the edge of a nanotube as follows:

2R
L

(5.23)

If ' 1, the edge has a major in uence on the nanotube energeticschease
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Figure 5.6: Comparison of the binding energy per atom calcuéd using
the Terso potential and that obtained from the liquid surface model for the
open-end nanotubes. The curves show the values predicted by timodel and
di erent symbols correspond to the calculated values. The pletare shown
forn=5 8. Each curve in one plot corresponds to a di erentn value [16].

in this case the size of the edge becomes comparable with the tzdhe

inner part of the nanotube. As the nanotube grows in length, t parameter
, EQ. (5.23), decreases and in the limiting case (in nitely log nanotube) it

reaches zero, re ecting the fact that in uence of the edge diinishes.

Another important feature shown in Fig. 5.6 and Fig. 5.7 is thatthe
energetically favourable chirality of a nanotube dependsdhe total number
of carbon atoms in it. As the total number of atoms increases, natubes
with larger chiralities (higher radii) become energetichl more favourable,
whereas nanotubes of smaller radii are energetically favainie at smaller
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Figure 5.7: Comparison of the binding energy per atom calcué using the
Terso potential and that obtained from the liquid surface mocel for the
open-end nanotubes. The curves show the values predicted byetmodel
and the squares correspond to the calculated values. The plot® ahown for
n=9 10. Each curve in one plot corresponds to a di erentn value [16].

lengths. See, for example, top right plot in Fig: 5.6 where thifact is clearly
seen for nanotubes withn = 6. When the total number of atoms in this

example is less than 100, the binding energy per atom decreaséh increase
of m, while an opposite behaviour is observed when the total numbef atoms
in the nanotube exceeds 180. This fact has a simple explanatid-or a given
number of atoms the length of a nanotube decreases if the radiof nanotube
grows. Therefore, for nanotubes with smaller number of atom®.g., less
than 100 for then = 6 case), smaller value of the chirality numbem are

energetically more favourable, because the edge to lengthioa , Eq. (5.23)
is smaller than in the case of nanotubes with largem value. If L R,

then the edge of a nanotube has minor in uence on its energeti Therefore,
nanotubes of larger radius should become energetically méagourable, since
the curvature energy in this case is smaller.

In order to conclude about the accuracy of the liquid surface odel, we
determined the relative deviation of the binding energy peatom predicted
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Figure 5.8: Relative deviation of the liquid surface model pdictions of the
binding energy per atom from that calculated using the Terso ptential, Eq.
(5.24), for the open-end nanotubes. Plots are shown far=5 10. Each
curve in one plot corresponds to di erentm values [16].

by the liquid surface model from the binding energy per atom taulated
using the Terso potential, which is de ned as follows:

s = - (5.24)
LS

where s and are the binding energy per atom obtained from the liquid
surface model and from calculations using the Terso potentialespectively.

Figure. 5.8 shows the relative deviation, . s, for nanotubes of di erent
chiralities. In each plot, di erent curves correspond to di g@ent m values.
The maximum relative deviation is found to be 0:6%. This illustrates
that the liquid surface model is successful and can be used for prtishg the
energy of nanotubes.

The discussed model neglects the van der Waals energy betweenatoms
of a nanotube. In order to understand how the van der Waals intaction
a ects the energetics of the nanotube, we have calculatedeh/an der Waals
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energy per atom for nanotubes witm = 5 to n = 10 for arbitrarily selected m
values. The parameters of the van der Waals interaction are kan from Ref
[200]. The van der Waals interaction between carbon atoms wparametrised
with the Lennard-Jones potential with the equilibrium distance equal to 3A
and the minimum energy 0.52 meV, as suggested in Ref [200] foldtgnes.
The van der Waals interaction was calculated between all nemeighboring
atoms, which were de ned as atoms being more than 14 away from each
other.

It has been observed that the van der Waals energy per atom is17
43 meV for all nanotubes, while the binding energy per atomis 6:6 7:2 eV.
Therefore, the van der Waals energy in nanotubes is almost higible and
we neglect it in our model.

5.3 Comparison with DFT calculations

Terso potential is a many body phenomenological potential wh 13 param-
eters. In our calculations, we used the parameters for carbon sgsts from
Ref. [177]. In order to establish the accuracy of the Terso potwial the
binding energies per carbon atom calculated using the Terso opential are
compared with those obtained fronab initio DFT calculations for nanotubes
of di erent chiralities. The de nition of the binding energy per carbon atom
calculated using the Terso potential is di erent from that calculated within
the framework of the DFT. To calculate the energy of a nanotubusing DFT,
extra hydrogen atoms should be added at both edges of the nanbe in or-
der to fulll the valency requirement, otherwise DFT calculdions become
impossible because convergence problems arise while solvingsié consis-
tent eld equations. The binding energy per carbon atom caldated within
the framework of the DFT is de ned as:
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_ Egaiyp  [EcNc + EuNy + EchNen],
B3LYP = Ne ;

where Eg3yp is the total energy of the nanotube.Ec, Ey and Ecy are

(5.25)

the energies of a single carbon atom, hydrogen atom and a singkrbon-
hydrogen bond respectively, wheredsc, Ny and Ncy are the total numbers
of carbon atoms, hydrogen atoms and carbon-hydrogen bonds.n& the
carbon and hydrogen atoms are bound via single bonds;; = Ncy. The
energies of a single carbon and hydrogen atoms are obtaineanfrab initio
calculations using the B3LYP density functional combined wittithe standard
6-31G(d) basis set [201]. The energy of a carbon-hydrogen basdalculated
from the energies of the benzene molecul€4Hg) and a benzene molecule
with one hydrogen atom removed@sHs). If Ec.n, IS the total energy of the
benzene molecule ané&c,y. is that of the benzene molecule with only ve
hydrogen atoms, the energy of a carbon-hydrogen bond can bdaibed as:

ECH = ECeHe (ECGHS + EH): (526)

Ec (a.u.) | Ey (@.u.) | Ecyu, (@.U.) | Ecens (U.) | Ech (a.ul)
-37.77601) -0.50027 | -232.24865| -231.56128| -0.187098

Table 5.1: Energies of theC, H atoms, C¢Hg, CgHs molecules andC H
bond, calculated with the use of the B3LYP density functional.

The energy value€c, Ey, Ec n,, Ecyns @and Ecy are compiled in Tab. 5.1.

To establish accuracy of the Terso potential, we have calculad the en-
ergy with this potential for several nanotubes, which were itially optimized
with the use of the B3LYP method. For the Terso potential calcubtions
the additional hydrogen atoms at the edges of the nanotubesve removed.
Therefore the binding energy per carbon atom calculated witthis method
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Figure 5.9: Comparison of binding energy per carbon atom foranotubes
of di erent chiralities obtained from DFT calculations, Eg. (5.25), and cal-
culation using Terso potential, Eqg. (5.27). The stars show valas obtained
using the Terso potential shifted by a constant value and the dat show the
values obtained from DFT calculations.

is de ned as:

tersoff = Etel\rl—szﬁ; (5.27)
whereE ot IS the total energy calculated using the Terso potential. The
binding energies per carbon atom calculated within the fraework of the
DFT and using the Terso potential are shown in Fig. 5.9. For the ske
of comparison, the binding energies obtained using the Terso opential are
shifted such that the binding energies of the largest nanotubeslculated in
both methods coincide. From Fig. 5.9, it is clear that for a naotube of a
given chirality, the deviation between the energies calctled using the Terso
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potential and that calculated using DFT methods reduces as thnumber of
atoms in the nanotube grows. This arises as a result of the e ecf edge.

The e ect of the edge can be characterised by the parameterEq. (5.23).
If ' 1, the edge has a majorin uence on the nanotube energeticxhease in
this case the size of the edge becomes comparable with the sizéhefinner
part of the nanotube. As the length of the nanotube increases, ¢hedge
e ect becomes smaller and decreases. To illustrate this point, consider the
nanotube withn =5 and m = 2 (rst plot in Fig. 5.9). The radius of this
nanotube calculated according to Eq. (5.10) is 2.36X. The length of this
nanotube varies from 5.A till 27 A and the corresponding value of changes
from 2.973 to 0.551.

Another important feature observed in Fig. 5.9 is that as the rdius of
the nanotube increases the results of the DFT and the Terso potgial cal-
culations approach each other. This feature can be explathas follows. In a
graphene sheet, the bonds between carbon atoms have purgly hybridiza-
tion. As a nanotube is formed from a graphene sheet, the curvawuof the
tube causes the bonds to deviate from being pure§p? in nature.

DFT calculations take this fact into account but the Terso potential is
not capable of describing this e ect correctly, since it is pameterised for
pure sp? and sp® hybridised systems. This suggests that the Terso potential
gives more accurate results for nanotubes of higher radii thahose of smaller
radii.

5.4 Liquid surface model: Capped nanotubes

The liquid surface model can also be applied to the study of capp@an-
otubes. In this case, the total energy of a nanotube reads as:

E = E{™+ E¢™+ ES®+ ES®+ Ee (5.28)
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Figure 5.10: Di erent parts of a capped carbon nanotube cordgred in the
liquid surface model. X is the width of the edge region of the mnotube
which is marked by pink colour,Ne and S, are the number of atoms in
the edge region and the area of this region, respectivelj; and S; are the
number of atoms in the inner region and its surface ared. and R are the
length and radius of the nanotube.N¢,, and Sg,p, are the number of atoms
in the cap and its surface area [16].

whereEg; E. and E. are the energies of the surface, curvature, and the edge,
respectively. Superscripts \tube" and \cap" refer to the cylndrical and cap
parts of the nanotube, respectively. The total number of atosin a capped
nanotube can be written as:

N = Nj + Ne+ Neap; (5.29)

where N;; Ne and N¢op are the number of carbon atoms in the inner part of
the nanotube, at the edge and in the cap. The number of carborioans in
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the cap reads as:

(5.30)

Necap =
cap cap

Here S¢,p is the surface area of the cap and.,, is the area per atom in the
cap. The surface energy term of a nanotube with a cap can thus heitten
as:

2R?

cap

E;ube - iN; = i(N N cap Ne) = i(N

Ne): (5.31)

Since a capped nanotube has only one edge, the curvature gyaerm reads

as:
Z
Etube — X ldl’ _ lsi + Se
c T Cy R ‘R 2R

ERINICHRIY s 5.32
R2 R2 ¢ cap (5.32)

In deriving Eq. (5.32), we used the following two relations:
2R (L+ X) = S+ Se (5.33)
= _° 5.34
¢ = 5 (5.34)

The edge energy term in Eq. (5.28) is de ned as:

Ec= X2 R)= eNe (5.35)

Fig. 5.11 illustrates how to obtain the surface and curvaturerergies of the
cap in Eq. (5.28). Here, the cap is assumed to be a semisphere of uad,
which is the radius of the nanotube.

Z
ES = dS = Swp=2 R % (5.36)

Scap
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Figure 5.11: Obtaining the surface and curvature energies tife cap of a
nanotube, which is assumed to be a semi-sphere of radRis In order to get
the curvature of the cap, the integration is performed alonthe Z-axis from
z=0to z=R.

Z g Z g

1 1
ST T T Pt o 69D

where ¢ = 5 & Substituting Egs. (5.31){(5.32) and Eqgs. (5.35){(5.37)

c 2
into Eq. (5.28), one derives

E=( i+ SN+ (e 9+ e,
2 (cap i)R+2 Eap Q

cap cap

+ (5.38)

The area per atom in the inner part of the nanotube can be relat with the
area per atom in the cap as follows:

i =  cap- (5.39)
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Substituting Eqg. (5.10), (5.13), (5.14) and Eq. (5.39) into {. (5.38) and
clubbing all constants, one obtains

P— 3hai? 2.
E="3( ) +n2+m2+nm)[N+( 1)(n+ m)]
3hai?
+ 1 Y(MP+mP+nm)+2 (P L) (5.40)

2

The last two terms in Eq. (5.40) account for the structure of thaanotube
cap, while the rst term corresponds to the energy of an open-dmanotube
with one edge. Thus the energy of a capped nanotube is deten®d by the
ve parameters: Surface energy density, the speci c curvature energies
and ¢, as well as parameters and 1= de ning the ratio of the area per
edge atom and the area of an atom in the cap to the area per atom the
inner region of a nanotube.

5.4.1 Parameters of the model

Parameters of the capped nanotubes are obtained exactly tkame way as
that is obtained for open-end nanotubes in section 5.2.1. Thoaly di erence
between a capped nanotube and an open-end nanotube is the éiddal two
parameters which are used to obtain the energies of the cap. dladdition
of a cap brings in some di culty for the construction of a nanotibe. Hence,
we have used the following procedure for the nanotube cap canstion. A
nanotube of chirality (n; m) hasn+ m atoms at the edge which should form
bonds with the cap. The cap should be one-half of a fullerenetivthe radius
equal to the radius of the nanotube. The construction of the flerene starts
either from a hexagon or a pentagon and is continued by addirgxagons
and pentagons sequentially row by row around the initial on€This procedure
has been well described, e.g., in Ref. [202]. For the Gamily of fullerenes
(e.9., Geo; Ca40; C720), Only certain radii are possible and therefore only some
chiralities can be capped with an ideal semifullerene. To csinuct a cap for
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Nanotube | Potential (eVIA) | c(eV) | &P (eV)
Open-end| Terso -2.8669 | 0.5879 0.6925
Open-end| Brenner | -2.8563 | 0.3553 0.6902
Capped | Brenner | -2.8564 | 0.3550 | 0.6624 | 0.6900| 0.9998
Table 5.2: Values for the parameters, ., &, and used in the liquid

surface model for open-end and capped nanotubes [16].

arbitrary chirality one needs to introduce one or several de€ts (for example,
to place a pentagonal ring instead of a hexagonal one) in thepcatructure.
In the present thesis we demonstrate this on several examples.

To calculate parameters of the liquid surface model for capg@anotubes
we considered structures with chiralities (5,0); (6,0); (5)5(9,0); (10,0); (6,6);
(12,3); (10,10); (15,15); (19,0); (11,11); (23,0); (16,x6(28,0), containing
N =50 3000 atoms.

The calculated values of the parameters of liquid surface meldare com-

o &)

piled in Table 5.2 for both open-end ( ; ) and capped (;
nanotubes. For the calculation of the open-end nanotubes wesad both Ter-
so and Brenner potentials, while the capped nanotubes were stied with
the use of the Brenner potential only.

Parameters; and should be the same for the open-end and capped
nanotubes. From Table 5.2, it follows that for both cases parasters ,
and . are very close to each other in the case of calculations with Bwger

potential.

It is also worth noting that parameter is very close to unity, indicating
that the area per atom in the inner part of a nanotube is almosthe same

as the area per atom in the cap as follows from Eq. (5.39).
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Figure 5.12: Comparison of the binding energy per atom caleséd using
the Brenner potential and that obtained from the liquid surfae model for
the capped nanotubes. The curves show the values predicted thetmodel
and dots correspond to the calculated values. The chirality @dhe nanotubes
is indicated in the inset to the plots [16].

5.4.2 Binding energy per atom

Figure. 5.12{5.14 show the dependence of the binding energgrptom on
the nanotube size calculated for the capped nanotubes withdhuse of the
Brenner potential. In Figure. 5.16, the relative deviationof the binding
energy per atom predicted by the liquid surface model from theorresponding
values calculated with the use of the Brenner potential is uktrated.

Figure. 5.12{5.14 show that the binding energy per atom for # capped
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Figure 5.13: Comparison of the binding energy per atom caleséd using
the Brenner potential and that obtained from the liquid surfae model for
the capped nanotubes. The curves show the values predicted thetmodel
and dots correspond to the calculated values. The chirality dhe nanotubes
is indicated in the inset to the plots [16].

nanotubes decreases with the increase of the nanotube lengtmtbnstrating
the fact that longer nanotubes are energetically more favoable than the
shorter ones. The reason behind this is the edge e ect which issteibed
in detail in the case of open-end nanotubes (see Sec.5.2.2). eTielative
deviation s, Eq. (5.24), for the capped nanotubes, shown in Fig. 5.16 is
below Q3%, corresponding to the absolute energy di erence of less th@r01
eV= 116 K. This energy dierence is much below the energy of thmal
vibrations in the system because the typical nanotube growth teperature
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Figure 5.14. Comparison of the binding energy per atom caleiéd using
the Brenner potential and that obtained from the liquid surfae model for
the capped nanotubes. The curves show the values predicted thetmodel
and dots correspond to the calculated values. The chirality dhe nanotubes
is indicated in the inset to the plots [16].

is about 700 1200 K (see, e.g., Refs. [37,203,204]).

From Fig. 5.16, it can be noted that the relative deviation ofenergy
is larger for shorter nanotubes. This happens because we neglbe cap
deviation from a semisphere. Indeed, for shorter nanotubes tlvap has a
stronger impact on the binding energy per atom and thereforecaounting for
its deformation in this case becomes much more important.

Fig. 5.15 compares the binding energies per atom calculatédr the
capped and open-end nanotubes of close sizes with chiralifig®) and (28,0).
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Figure 5.15: Binding energy per atom calculated for cappedtérs) and open-
end (triangles) nanotubes of close sizes with chiralities (5,and (28,0). The
chirality of the nanotubes is indicated in the inset to the plts [16].

The comparison shows that the binding energy per atom for the ep-end
nanotubes is higher than the binding energy per atom for theapped nan-
otubes because open-end nanotubes have more dangling bortdtha edge
and therefore energetically less favourable. The di erensan energies of
open-end and capped nanotubes arise only for nanotubes of tailength

where the edge atoms play an important role, while for in nigly long struc-

tures the binding energies per atom are identical. This beti@ur is seen in
Fig. 5.15, where the di erence between the binding energy patom for the

open-end and capped nanotubes is higher for shorter nanotshiban for the

longer ones.

5.5 Comparison of Terso and Brenner potentials

It is believed that Brenner potential accounts more accuraly for the -
bondings in the system, and therefore is better for the descriph of carbon
nanotubes [159, 205, 206]. To stress the di erences betweer therso and
Brenner potentials, in Fig. 5.17 we compare the binding energper atom



Chapter 5. Liquid Surface Model 113

Figure 5.16: Relative deviation of the liquid surface modelrpdictions of the
binding energy per atom from that calculated using the Brenmepotential,

Eq. (5.24), for the capped nanotubes. Each colour in the plobaesponds
to a certain nanotube of a given chirality [16].

with the use of both methods for capped nanotubes of several iities.

Fig. 5.17 shows that the binding energy per atom calculated thi the use
of Terso potential is lower than binding energy per atom calalated with

the use of Brenner potential. The energy di erence is decreagi with the

radius of the nanotube and is approximately equal to 0.13 eV, eV, 0.03
eV, and 0.02 eV for nanotubes with chiralities (5,0), (6,0),5,5) and (9,0),
respectively, being less than 1 % of the absolute value of the ting energy
per atom in the nanotube.

The comparison in Fig. 5.17 demonstrates that the di erence Iheeen
the energies calculated with the use of Brenner and Terso paté&als de-
creases with the nanotube radius leading to a conclusion thairfnanotubes
of higher radii (i.e., with chirality (19,0) or (28,0)) it should be almost neg-
ligible and both potentials become equivalent. However on ¢hbasis of the
calculated di erences of the binding energies it is imposs#lto judge which
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Figure 5.17: Comparison of the binding energy per atom calaiéd using
Brenner (squares) and Terso (stars) potentials for capped nanobes with
chirality (5,0); (5,5); (6,0); (9,0). The line shows the binihg energy per atom
calculated using the liquid surface model [16].

potential describes nanotubes more accurately because theragyotic of the

potentials depends on the form of the parametrisation. In ol to make the
judgement on the quality of Brenner and Terso potentials we hve used the
calculated energies to determine the curvature constant andoung modu-
lus for single-wall carbon nanotubes and compared the obta&id values with
available experimental data and results of earlier calcul@ns.
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5.6 Elastic properties from liquid surface model

To relate the calculated energies to elastic properties of matubes let us
consider a graphene sheet which can bend to form a nanotube oflites R.

Within the framework of a continuum elastic model the curvatue energy of
the sheet can be written as follows [74,77,207{209]

ELd 3

E.=
C 12R1

(5.41)

whereE is the Young modulus of the graphene shedd, is its thickness, and
L is the length of the nanotube. The length of the nanotube canebexpressed
via the total number of atomsN as follows:

_ Si _ i(N Ne Ncap).
L = SR >R ; (5.42)

where S; is the surface area of the tubular part of the nanotubel, is the
number of atoms at the edge, andN¢,, is the number of atoms in the cap
(see Fig. 5.10). Substituting Eq. (5.42) into Eg. (5.41) one dains

Ed? N, Ed?3 :
12 cap

Ed® |

Ee= SR 24R?

(5.43)

The rst term in Eq. (5.43) corresponds to the curvature energyof the
tubular part of the nanotube which is equal to the second terrmithe large
parentheses in Eg. (5.15). Thus,

p_
C _Ed®; _ 3%
R2 ™~ 24R2 ~ n2+ m2+ nm (5.44)

Here C is the curvature constant,
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P 3rei?

_3 — .
- 4 c— ic-

C

(5.45)

Substituting the curvature constant, Eq. (5.45), into Eq. (544) one obtains,

E= ; (5.46)

The curvature constant C has been a subject of many investigations
[77,207,209{216]. Withhai = 1:41A and Eq. (5.45) one obtainsCis =
1:5183 e\A? for the Terso potential calculations and Cpen, = 0:9168 e\A?
for the Brenner potential calculations.Cies is very close to the value 57 eVA?2
extracted from the measured phonon spectrum of graphite [218hd is in
agreement with 144 eVA?, 1:34 eVA?, and 153 eVA2, which were calcu-
lated in Refs. [210,212,216] These values were calculatedhwihe use of
empirical potentials and using the tight-binding model. Ab initio density
functional theory calculations lead to a somewhat higher vaé of the cur-
vature constant. Thus the values D eVAZ2, 2.9 eVA?, and 214 eVA? were
reported in Refs. [209,211,213].

The curvature constants reported earlier are in better agregent with the
result obtained for the open-end nanotubes using the Terso pential than
with the value Cy, calculated using Brenner potential. This fact shows
that the Terso potential describes elastic properties of the anotubes more
accurately.

Young modulus is another important characteristic of the naotubes. Re-
searchers have reported widely varying Young's modulus vas for carbon
nanotubes in the range 0.32-5.5 TPa [85,89,207,210,215,2117{219]. The
large scatter of these values is apparently due to di erent mearement tech-
niques, simulation methods, and dimensions (diameter, thickee and con-
guration). As seen from Eq. (5.46) the Young modulus dependsnothe
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e ective thickness of the graphene layed. In Ref. [218] and Ref. [210] it has
been suggested that the thickness of a graphene sheet is equal.G6@ and
0.74 A, respectively, being radius of a single carbon atom. In Refs.7,219],
the thickness 3.4A was used, which is equal to the interplane distance in
graphite. For our estimates we usd = 1:5A which is approximately equal to
the inter carbon distance in graphene. This value correspontis the thick-
ness of a fullerene shell [220] as reported by Rudet al. [221]. Thus we
obtain Eis = 0:670 TPa andEyen, = 0:404 TPa. Both values are within the
ranges reported earlier indicating that the Terso and the Benner potentials
adequately describe the elastic properties of the nanotubes.

Despite the di erences in results obtained using the Brenner drthe Ter-
so potentials, the liquid surface model is a universal tool. Dierences be-
tween the potentials can always be accounted for by the paraters without
changing the general framework of the model. Thus, it is feasgbto derive
the liquid surface model parameters from the comparison of ifgedictions
with the results of ab initio calculations being based on LDA approximation
or the Hartree-Fock theory.

5.7 E ect of catalytic nanoparticle on the binding

energy

Itis experimentally known that when capped nanotubes growdm a catalytic
nanoparticle [37,222,223], they have no open edges. The rapmed edge of a
nanotube is embedded in the catalytic particle, which chamg the interaction
energy of the atoms in the vicinity of the contact.

In order to understand how the interaction of a nanotube with he cat-
alytic nanoparticle in uence the stability of a nanotube we e the model
developed in Ref. [190] for calculating the interaction of deposited cluster
with a substrate. The catalytic nanoparticle is typically conposed of Ni, Co
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Figure 5.18: Single-wall carbon nanotube on top of a catalgtnickel nanopar-
ticle, zq is the distance between the nanotube and the catalytic nanoggle,
L is the length of the nanotube,R is the nanotube radius, andR, is the
radius of the nanoparticle [16].

or Fe atoms and the carbon atoms from feedstock molecules ds@ inside
from the catalytic region towards the growth region [37,22425]. Thus in
the following discussion we consider the catalytic nanopartelbeing com-
posed of a mixture of nickel and carbon atoms, as schematicalljustrated
in Fig.5.18. The atoms of the catalytic nanoparticle interat with the carbon
atoms of the nanotube via the Morse potential,

Uc(r) = "«(f1 exp[ «(r ro)lg® 1) (5.47)
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Herer is the distance between an atom of the nanotube and an atom ofeh
catalytic particle, "¢, &, andro,_ are parameters of the potential. Index
denotes either carbon-carbon (C) or carbon-nickel (Ni) intaction.

The Morse potential parameters and ry are 2.625A ' and 1.39A for
the C-C interaction [93], while for the C-Ni interaction theseparameters
are 1.9213A ! and 1.7518A, respectively [226]. The parametel is varied
in di erent papers by more than an order of magnitude. For exaple in
Ref. [226], it is 2.4781 eV for the C-Ni interaction, while in Bf. [227], it is
0.1 eV. The parameter for the C-C interaction is usually taken as 3.7-3.8
eV [93,228].

With the use of formalism developed in Ref. [190] the interacth energy
of a nanotube with the catalytic nanoparticle can be estimatkas

Z 7
2Rn Ly :
Eine = S ¢ Uc(jr  raj)dvidz
A
2Rn . L+2o . .
I UNi(jr rlj)dV1dZ (548)
SO Van 20

wherenc = Nc=V, and ny; = Ny =V, are the concentrations of carbon and
nickel in the catalytic nanoparticle,V, is the volume of the nanoparticleSy is
the cross-section area of a single carbon atom, anglis the distance between
the catalytic particle and the nanotube (see Fig. 5.18)r = ix + jy + kz
is the vector describing an atom in the nanotubei|{j and k are the unit
basis vectors), whiler; is the vector which describes an atom in the catalytic
nanoparticle(see Fig. 5.18). Equation (5.48) can be writteas follows:

Eint = "C:NC: C(ZO; Rpart ; R) IINi :NNi: Ni(ZO; Rpart ; R) (5-49)
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where ¢, (i are dimensionless functions de ning interactions determime
by the size and topology of the catalytic nanoparticle de nedby the integrals
in Eq. (5.48) as follows:

2R © Luem (r 1 roy2
= 1 e UM ral Tog 1ldV;dz: 5.50
s, L ) 1dvs (5.50)

Let us consider the binding energy per atom for a nanotube of icality
(28; 0) accounting for the interaction with catalytic nanoparticle. According
to Eq. (5.10) the radius of this nanotube is equal tdR,g o = 10:88A. We
assume the catalytic nanoparticle to be a sphere of radi&a: = 2R2s o (S€€
Fig. 5.18), thus the total number of atoms in the catalytic naoparticle can
be estimated aNy V=W, WhereVy = 4=3 R 3, is the e ective volume
of a single nickel atom. WithRy;  1:24%A one obtainSNyy — 5340.

Let us assume the fraction of carbon atoms in the catalytic naparticle
to be 0.1, resulting inN¢c = 534 and Ny; = 4806. The distance between
the nanotube and the nanopatrticlez, 0:9A, being the distance at which
the interaction energy of a single carbon atom with an in nitecrystal of
nickel atoms has a minimum. Substituting the numbers into Eq(5.50) and
calculating Sy from Eq. (5.13) one obtains ¢ = 0:0033 and \; = 0:0122.
Substituting ¢; ni;Nc and Ny into Eq. (5.49) [So = ] one obtains the
correction to the total energy of a nanotube as a function ofgiential well
depth for C-C and C-Ni interactions"c and "yi. Since the parameters'c
and "yi vary in di erent papers signi cantly we assume"c = "\ = . We
have varied" in order to illustrate the in uence of the catalytic nanoparticle
on the nanotube stability.

In Fig. 5.19, we show the binding energy per atom calculated ug
the Brenner potential for the capped nanotube of chirality 28,0). Di erent
lines show the binding energy per atom calculated using the ligl surface
model with accounting for the interaction with the catalytic nanoparticle and
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Figure 5.19: Binding energy per atom calculated using the Brnaer potential

(dots) for a capped nanotube of chirality (28,0). Dierent Ines show the
binding energy per atom calculated using the liquid surface rdel with ac-

counting for the interaction with the catalytic nanoparticle and correspond
to the dierent values of the parameter” which describes the interatomic
interaction. The corresponding values of are indicated in the inset [16].

correspond to the di erent values of parametef'. the corresponding values

of " are given in the inset. From Fig. 5.19 it is clear that the cataftic
nanoparticle changes the energetics of the nanotube drancaly. If the
interaction of a nanotube with the catalytic nanoparticle 8 weak (i.e., the
well depth of the interatomic potential is. 1 eV) than longer nanotubes are
energetically more favourable, because the binding energgr@tom decreases

and the following condition is ful lled:

En+1 En E,< 0: (551)
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HereEn+1 and Ey are the energies of nanotubes witNl + 1 and N atoms,

respectively, whileE; = 0 is the energy of a single atom. If the condition
Eq. (5.51) holds then attachment of additional atoms to the anotube is
energetically favourable resulting in its growth. Figure shas that if the

catalytic nanoparticle-nanotube interaction is strong (seeurves calculated
with " =1:2 eV and" = 1:5 eV in Fig. 5.19) than the trend of the binding
energy per atoms changes and it becomes energetically maeotirable for
the nanotube to collapse.

5.8 Summary

In this chapter, we have developed a simple, classical model ahis capable
of predicting the binding energies of single-walled carboranotubes, once
the chirality and the total number of atoms are known. Even wh empirical
potentials, like Terso potential, there are limitations on the size of nanotubes
whose energy can be calculated. Hence, the developed liquidface model
serves as a potential candidate for the binding energy calatibn of very large
nanotubes. The major achievements of this chapter are presedtbelow.

Liquid surface model is used for the study of the binding energyf o
carbon nanotubes and it was shown that this model can prediché
binding energy per atom for nanotubes with a reasonable aceay
compared to that calculated with Brenner and Terso potentids. The
relative error is found to be below 0.3%, corresponding to thebsolute
energy di erence being less than 0.01 eV.

Our studies show that the presence of a catalytic nanoparticlean
change the binding energy per atom dramatically and it is deom-
strated that if the interaction of a nanotube with the catalytic nanopar-
ticle is weak (i.e.,. 1 eV) then attachment of an additional atom to
a nanotube is an energetically favourable process. Furthet,i$ shown
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that if this interaction is strong (i.e., & 1 eV), it becomes energetically
more favourable for the nanotube to collapse.

With the use of the paremeters of liquid surface model, the Yogn
modulus and the curvature constant for single-walled carboranotubes
are calculated. The obtained values are in agreement with ¢hvalues
reported earlier, which a rms the validity of our model for the study
of the energetics of carbon nanotubes.
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Conclusions and Prospects

6.1 Present conclusions

The thesis has achieved its main objective, namely, develagia simple and
computationally inexpensive model which could explain thenergetics of car-
bon nanotubes irrespective of their sizes and chiralities. Afteyiving a de-
tailed description of various methods used for the theoretitatudy of carbon
nanotubes, the limitations of such methods are elaborated. €importance
of developing alternate methods which takes into accountlatecessary fea-
tures of the system but at the same time remains simple and comptitznally
inexpensive are emphasised and a model named liquid surface masldevel-
oped. The model serves as an e cient tool to calculate the bindg energies
of very large nanotubes provided their chirality and total mmber of atoms

are known.

The liquid surface model was suggested for open-end and cappesh-n
otubes. It was shown that the energy of capped nanotubes is deténed by
ve physical parameters, while for the open-end nanotubes the parameters
are su cient. The parameters of the liquid surface model were etermined
from the calculations performed with the use of empirical Teo and Bren-
ner potentials and the accuracy of the model was analysed. Itag shown
that the liquid surface model can predict the binding energy gr atom for
capped nanotubes with relative error below 0.3% compared &renner po-
tential calculations, corresponding to the absolute energy drence being
less than 0.01 eV.

125
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The in uence of the catalytic nanoparticle, atop which a naontube grows,
on the nanotube energetics was also discussed. It was demonsttatet the
catalytic nanoparticle changes the binding energy per atomiramatically. In
particular, it was shown that if the interaction of a nanotubewith the cat-
alytic nanoparticle is weak (i.e.,. 1 eV) then attachment of an additional
atom to a nanotube is an energetically favourable process, \ehif the cat-
alytic nanoparticle nanotube interaction is strong (i.e.& 1 eV), it becomes
energetically more favourable for the nanotube to collapselhe suggested
model gives an important insight in the energetics and stabijyi of nanotubes
of di erent chiralities and is an important step towards the understanding of
the growth mechanism of nanotubes.

We have also analysed elastic properties of nanotubes and haesfprmed
a comparison with available experimental measurements andrker theoret-
ical predictions. Namely, we have calculated the Young modwduand the
curvature constant for single-walled carbon nanotubes fromhé paremeters
of the liquid surface model and demonstrated that the obtainedalues are
in agreement with the values reported earlier. The calculat Young mod-
ulus and the curvature constant were used to conclude about treecuracy
of the Terso and Brenner potentials. The elastic properties we derived
from the parameters of the liquid surface model obtained frorthe Terso
and Brenner potential calculations and therefore correspdnto the values
calculated within the framework of the Terso and the Brennerpotentials,
respectively. It was shown that the obtained values of the Yowymodulus
and the curvature constant are within the ranges of values repted earlier
for both potentials indicating that the Terso and the Brenner potentials
adequately describe the elastic properties of nanotubes.
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6.2 Future prospects

Although, in this thesis liquid surface model is developed fote simplest
case of nondeformed single-wall nanotubes, it can be appliedaowariety of
systems especially to deformed nanotubes and multiwalled ndanbes. De-
formed nanotubes, such as toroidal or helical, are getting wd attention
nowadays because of the observation that one can change thetleal prop-
erties of nanotubes by deforming them. Study of the energes and mechan-
ical properties of such systems using liquid surface model reasrinclusion
of additional energy terms which take into account the extr&nergies of these
structures. For example, the study of multiwalled nanotubes usg liquid sur-
face model needs the addition of an extra volume energy terrarcesponding
to the interaction between di erent walls of the multiwalled nanotube.

Another important property which can be studied using liquid suface
model is the energetics of interacting nanotubes, such as, foraenple, nan-
otubes in a crystalline array. When nanotubes are grown using erent
experimental techniques, they are normally grown in bundlesr forests. In-
dividual nanotubes are separated from this bundle of nanot@s using di er-
ent puri cation methods. It is obvious that the interaction of nanotubes in
an array plays a major role in the growth of the total system. Trg can be
investigated using liquid surface model.

Using liquid surface model, we have studied the elastic propewi¢curva-
ture constant and Young modulus) of single-walled nanotubes this thesis.
This study can be extended to many more systems like multiwalledan-
otubes, nanoropes and nanotube bundles which are already ognised as
potential candidates for high strength materials. A better uderstanding of
the elastic properties of such systems would help to produce mdighter and
stronger materials, a feature which the industry is always loakg for.
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Growth mechanism of carbon nanotubes is still a widely discusseskue
in the research circle and there are many contradictory claisn In fact, one
of the major issues the nanotube experimentalists are facingreently is the
production of nanotubes with desired chirality. Although a lo of progress is
achieved in this direction, this issue remains unsolved. Ligilisurface model
could provide some insights on this topic by analysing the beh@aur of the
binding energy of nanotubes of di erent chiralities. Our stuées showed that
the interaction of the nanoparticles on top of which the nanmbes grow has
a great in uence on the energetics and hence on the growth nmamnism of
the nanotubes. The study can be extended by using better poteats for this
interaction. Further, in order to get a proper understandingof the growth
mechanism of carbon nanotubes, one needs to consider the intdi@n of the
nanotube and the catalytic particle with the substrate, whichis left open for
future considerations and analysis.
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