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Abstract : The �rst evaluation of an ultra-high granularity digital electromagnetic calorimeter
prototype using 1.0�5.8 GeV/c electrons is presented. The25 � 106 pixel detector consists of 24
layers of ALPIDE CMOS MAPS sensors, with a pitch of around30� m, and has a depth of almost
20 radiation lengths of tungsten absorber. Ultra-thin cables allow for a very compact design.

The properties that are critical for physics studies are measured: electromagnetic shower
response, energy resolution and linearity. The stochastic energy resolution is comparable with the
state-of-the art resolution for a Si-W calorimeter, with data described well by a simulation model
usingGeant4 andAllpix 2. The performance achieved makes this technology a good candidate
for use in the ALICE FoCal upgrade, and in general demonstrates the strong potential for future
applications in high-energy physics.

Keywords: Calorimeter methods; Calorimeters; Detector design and construction technologies and
materials; Detector modelling and simulations I (interaction of radiation with matter, interaction of
photons with matter, interaction of hadrons with matter, etc)
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1 Introduction

The fundamental principle underlying a digital electromagnetic calorimeter (DECAL) is that energy
is measured by counting the number of charged particles in an electromagnetic shower. This reduces
a source of uncertainty due to intrinsic �uctuations in the energy deposited, which can be signi�cant
in conventional calorimeters. In a DECAL, the charged particle multiplicity is assumed to be
proportional to the number of pixels in which the deposited charge exceeds a de�ned threshold
(‘hits’), therefore pixels must be su�ciently small that the multiple-particle probability is negligible
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even in the core of high-energy electromagnetic showers. Due to charge sharing and geometric
e�ects, a single charged particle is likely to generate a group of adjacent hits (a ‘cluster’). To avoid
saturation e�ects originating from overlapping charge clouds and ensure competitive resolution and
linearity, very high transverse granularity sampling is achieved using binary-readout CMOS pixels.
The small pixel size also has clear bene�ts in dense particle environments for pattern recognition
algorithms such as particle �ow, see e.g. refs. [1, 2].

The �rst proof-of-concept demonstrations of a DECAL [3� 5] used custom-designed sensors to
show calorimetric behaviour in test beams as part of R&D for a future International Linear Collider.
The �rst proof-of-principle of a fully functional DECAL took place in the context of the ALICE
experiment forward calorimeter (FoCal) [6], with the design, realisation and measurements of a
multiple-layer prototype proving the viability of this novel approach to calorimetry [7]. For the
FoCaldetector, the main role of the pixel technology is to provide discrimination between pairs of
photons from neutral pion decays and single photons. Although excellent energy resolution is not
the main motivation for this application, it is clearly bene�cial.

All designs for digital calorimeters use a sandwich structure of silicon and tungsten layers, with
Monolithic Active Pixel Sensors (MAPS) providing the necessary high granularity at reasonable
cost. The initial DECAL studies developed custom sensors to explore the requirements for such a
device, including per-pixel thresholds [5]. TheEpical-1 proof-of-principle prototype [7] required a
total sensor area of almost 400 cm2 and therefore used the readily available PHASE2/MIMOSA23
chip from IPHC [8] with a pixel size of30 � 30µm2. This sensor proved to be well-suited for this
�rst development step but too slow for the future applications envisaged due to the relatively long
integration and readout time of640µs.

The most recent development step is theEpical-2 prototype presented in this paper. This fully
digital pixel calorimeter is constructed primarily to explore the suitability of the state-of-the-art
ALPIDE chip, designed for the ALICE ITS and MFT [9], for digital calorimetry. The project is
closely related to an ongoing development of a detector for proton computed tomography [10] and
uses the same technology for the active layers containing the ALPIDE sensors. As this MAPS
sensor is compatible with the interaction rate and data acquisition of the ALICE experiment, the
Epical-2 technology is a candidate for the pixel layers of the proposedFoCaldetector. As the
ALPIDE sensors have been quali�ed for the radiation environment of the ALICE ITS, they are
suitable for use inFoCalwhere the expected damage due to radiation load is of similar (or lower)
order of magnitude.

It is also a decisive step towards making digital pixel calorimetry available more broadly for
other high-energy physics experiments. The ALPIDE chip was designed for charged particle tracking
and therefore requires the simultaneous measurements of only a small number of clusters from
single minimum-ionising particles in a sensor. One of the main questions to be answered using the
Epical-2 prototype is whether the ALPIDE sensors can operate successfully in the high local hit
density environment of an electromagnetic shower.

In this paper, the design of this new prototype and its readout, the commissioning and basic
performance tests of the device, and the measurement setup and conditions at the DESY test beam
will be described. Finally, results of measurements with electron showers will be presented and
discussed. More details about the chip properties and much more extensive analyses will be the
scope of forthcoming papers.

� 2 �
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Figure 1. (left) Design drawing and (right) photo of the �nal construction of theEpical-2 prototype. Layers
are oriented such that the most upstream layer (0) has no tungsten absorber in front of the ALPIDE sensors.

2 TheEpical-2 prototype

Figure 1 presents an overview of theEpical-2 prototype, a silicon-tungsten (Si-W) digital calorimeter
that has 24 ultra-high granularity active layers1 instrumented using ALPIDE sensors. Each layer
consists of two ALPIDE chips of 50� m thickness plus cabling and 3 mm of tungsten absorber, as
shown in �gure 2. The total sensor area per layer is30 � 30 mm2, out of which27•6 � 29•9 mm2 are
sensitive. This prototype allows the performance of the ALPIDE chip to be characterised in the
context of digital calorimeter applications. It also provides input to the �nalFoCaldesign parameters
by testing the corresponding electronics, cabling and readout components.

2.1 Mechanical construction and cooling

TheEpical-2 layers including tungsten absorber, ALPIDE chips and cabling (see �gure 2) were
constructed at the Research and Production Enterprise ‘LTU’, Kharkiv, Ukraine where the ultra-thin
aluminium-Kapton cabling has been developed and produced. This prototype demonstrates that
mechanical overheads, including those associated with cabling, can be controlled to derive maximum
bene�t from the small MoliŁre radius of the tungsten absorber. Two ALPIDE chips are glued onto
an absorber plate with minimal separation between their long edges, resulting in a small gap inH
of � 100µm in the centre of each layer. Each ALPIDE chip is tape-automated bonded to a chip
cable, which is itself bonded to a layer cable that supplies power to the analogue and digital chip
circuits, as well as providing a high-speed link for the raw data stream. The ALPIDE power rail
SMD (Surface Mount Devices) style decoupling capacitors are carried by the SMD �ex mount,
which is also attached to the chip cable.

The 24 layers are stacked on top of one another and housed within an aluminium structure, as
shown in �gure 1, that allows stable temperature to be maintained during operation using a water
cooling system. Air cooling is also possible.

1A left-handed coordinate system is used throughout, with theI -axis pointing downstream and perpendicular to the
front face of layer 0 (most upstream), theH-axis horizontal, and the origin at the geometric centre of the layer-0 active area.
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Figure 2. (left) Exploded view of the design of a singleEpical-2 prototype layer and (right) photo of an
assembled layer. See text for details.

Each complete layer in theEpical-2 assembly is3•5 mmthick: the tungsten plate has a thickness
of 3 mmand a surface of40 � 40 mm2; two tungsten strips (called ‘spacers’ in �gure 2) of width
4 mmand thickness0•5 mmare placed at two opposite edges of the plate to protect the ALPIDE and
cabling in a recessed region when the layers are stacked. The total thickness of ALPIDE and cabling
is less than0•5 mm.

2.2 ALPIDE chip and readout

The ALPIDE chips have a size of30 � 15 mm2, consisting of a matrix of1024� 512pixels of area
29•24 � 26•88µm2. The readout is hit-driven and each double column of pixels is read out via a
priority encoder. The ALPIDE sensors are supplied with 1.9 V, and the typical current per sensor
is 75-100 mA. They are connected via a 40 MHz clock input, a bidirectional control signal and a
1.2 Gbps encoded HSDATA output. The internal signal peaking time is 2� s.

A schematic overview of the readout system is shown in �gure 3. Twelve layer cables from
each side ofEpical-2 are connected to an interface board using ZIF connectors (see �gure 1). The
interface board segments the 12 modules in three groups, each with two local regulators (1.9 V
ALPIDE analogue and digital power) and a SAMTEC FireFly link for connecting the eight 1.2 Gbps
HS-datalines and the shared clock and control lines to the FPGA-based RUv2 (Readout Unit,
v2 [11, 12]). The RUv2 is connected via a GBT [13] �bre optic link to a previous design iteration of
the readout unit (RUv0), which emulates the Common Readout Unit [14] widely used in the ALICE
experiment. Both RUv0 are connected to a PC via a USB3 connection.

2.3 Data acquisition and trigger

The data acquisition is based on the Python code developed for the ALICE ITS Upgrade [15] and
runs on a standard Linux PC. The RUv2 �rmware has been adapted to enable external triggering
and readout of more than nine ALPIDE data streams. For the readout of the 48 ALPIDEs in the
prototype, two sets of RUv2 and RUv0 are needed.

The prototype readout was triggered using two scintillator tiles placed approximately 35 mm
upstream of layer 0. A third identical scintillator tile is placed behind the prototype, to allow
characterisation using cosmic muons as introduced in section 3.1. The BC420 plastic scintillator tiles
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Figure 3. Schematic view of the readout system of theEpical-2 detector.

are3 mm thick and have an area of3 � 3 cm2 to match the sensitive area of the prototype. Each tile
is read out by a low-noise SiPM (Hamamatsu MPPC S13360-1325PE), surface mounted to a PCB
that supports the tile. The SiPM is placed in a dimple in the centre of the scintillation tile, which
itself is enclosed by re�ective adhesive foil to increase light yield and uniformity of response. The
tile plus PCB are covered by light-tight black tape. These scintillator modules have been developed
at MPP Munich for the CLAWS beam-background monitoring system at SuperKEKB/Belle II [16].

The two RUv2 boards run in a master-slave con�guration, distributing the system clock for
synchronisation to ensure simultaneous data taking. For the test beam, a coincidence signal of the
two upstream scintillators was generated using NIM electronics modules and provided as a1•8 V
CMOS signal to the master RUv2 readout board. The master RUv2 sends the trigger signal on to
the slave, while a possible BUSY condition of the slave is also taken into account. For cosmics
measurements, a similar coincidence was set up with the second (front) and third (back) scintillators.

At the beginning of a data-taking run, the DAQ PC requests the RUv0 boards deliver a cycle of
# tr triggers and subsequently checks periodically the number of triggered events stored on the RUv0.
When this number is equal to# tr, triggering is paused and the transmission of the data from RUv0
to the PC is requested. During this cycle, whenever the RU boards receive a trigger signal, they
distribute this to the ALPIDE sensors, which send their local data to the RUv2. These data are stored
in FIFO cells on the RU until a cycle has been completed and the data transported to the PC, after
which a new cycle begins. The cycle can also be terminated on exceeding a con�gurable time-outCto
within which no triggers are received. The values of# tr andCto can be adjusted according to the
data-taking conditions, respecting the size of the FIFO memory on the RU boards.

3 Experimental setup

3.1 Measurements of cosmic muons

TheEpical-2 setup was mounted vertically in the laboratory to measure cosmic muons, with two
trigger scintillators above and the third below. Cosmic data were taken during a period of about
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Figure 4. TheEpical-2 setup at the DESY II Test Beam Facility (not to scale). Adapted from [17], Copyright
2019, with permission from Elsevier.

six months in 2020. Parameters controlling the sensors were optimised during initial data taking
and used throughout subsequent measurements. Due to the very small solid angle of theEpical-2
prototype, the total number of events recorded was approximately 9000.

3.2 Measurements at the DESY II Test Beam Facility

In February 2020, theEpical-2 setup was installed in the TB22 beam line at the DESY II Test Beam
Facility [17], which provides4‚ and4� beams of nominal momenta?0 between 1.0 and 5.8GeV� 2
(see �gure 4). The beam aperture was de�ned by use of collimator settings. Data were collected
under varying conditions of nominal particle momentum?0, collimator apertures and incident
position of the beam on the prototype, which may also be presented at angles in the range0°� 20°
relative to the nominal beam direction. In addition, pedestal data were recorded in the absence of
beam to monitor noise within the detector.

The linearity of response measured for the prototype depends crucially on knowledge of the
momentum scale and its potential variation with?0. The resolution determined also depends on the
intrinsic momentum spread of the beam. These characteristics are measured for the adjacent beam
line (TB21), with the momentum spread given asf ? = 158 � 6MeV� 2, independent of?0 [17].
Figure 31 in ref. [17] presents mean values of measured particle momenta?e� as a function of
nominal momentum, showing small deviations from linearity; numerical values corresponding to
these data points are summarised in table 1 [18]. The general trend observed is that the measured
momenta are higher than nominal values, with the absolute di�erences reducing with increasing
momentum. The best agreement between nominal and measured momentum is observed for
?0 = 5GeV� 2, which is therefore used as the reference point when interpreting results of this paper.

There is an additional uncertainty related to the highest momentum of 5.6GeV� 2 presented
in [17], whereas data herein extend to 5.8GeV� 2. Although small, this di�erence is important as the
momenta are close to the phase-space limit of the primary beam, where the production probability is
asymmetric and the high energy tail of the particle spectrum is strongly suppressed. This may lead to
a larger uncertainty at 5.8GeV� 2, which cannot be estimated reliably from the available information.
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Table 1. Nominal momentum?0 at the TB22 test beam, the corresponding e�ective mean momentum?e�
measured at TB21 [17, 18] and the number of events recorded in the test beam data taking, summed over both
electron and positron beams. Statistical uncertainties are expected to be negligible for?e� .

?0 (GeV� 2) ?e� (GeV� 2) # events

1.0 1.119 2•4 � 106

2.0 2.045 2•0 � 106

3.0 3.026 1•8 � 106

4.0 4.016 2•2 � 106

5.0 4.989 3•5 � 106

5.6 5.560 �
5.8 � 1•5 � 106

The conditions in our measurements di�er in terms of beam optics, collimator settings and beam
line from those in [17]. As it is not appropriate to correct theEpical-2 results from nominal to true
particle momenta, the di�erences are therefore used to assign an estimated systematic uncertainty to
the beam particle momenta. The momentum spread according to [17] is also applied in simulations
to allow realistic comparisons to data, unless stated otherwise.

Table 1 summarises the test-beam data accumulated under stable operating conditions that
are used for analysis in this paper. At each energy, data have been recorded for both4� and4‚

beams. As no signi�cant di�erence was observed between the samples, they have been combined at
each nominal beam momenta. Similarly, a set of nominal settings with respect to the test beam are
used, consisting of: apertures of14 � 14mm2 for the primary, and12 � 12mm2 for the secondary
collimators; approximately normal incidence of beam particles on layer 0; and a temperature of the
water cooling system of20°C.

4 Simulation

Monte Carlo simulations of the detector response and the shower evolution inEpical-2 are performed
usingAllpix 2 [19], a generic pixel detector simulation framework based onGeant4 and ROOT.2
All simulation steps from generation of incident radiation to production of �nal digitised hits in
the readout electronics can be performed within this framework. Distinct tasks withinAllpix 2 are
performed by modules,3with those used to model theEpical-2 prototype described below.

The detailedEpical-2 detector geometry introduced in section 2 is de�ned (moduleGeometry-
BuilderGeant4) by specifying the type, size, material and position of the detector volumes. The
tungsten absorber and spacers are implemented as passive materials as well as the chip and �ex cable.
Both active sensors per layer are implemented as 50� m thick silicon with a matrix of1024� 512
pixels whereas the pixel size is 29.24� m � 26•88� m. Figure 5 shows the implementation of a single
instrumented layer in the simulation, with two sensors separated by a gap of100µm. To account
for the guard rings and peripheral circuitry of ALPIDE, in the simulation model the sensors are
surrounded by passive silicon, referred to as excess in �gure 5.

2Allpix 2 v1.6.0 withGeant4 v4.10.07 and ROOT v6.23/01
3Unless noted otherwise, parameters controlling the behaviour of a module remain at their default values.
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Figure 5. (left) Implementation of anEpical-2 layer in theAllpix 2 simulation, with local coordinate system de-
fined. (right) Magnitude of the electric field within a single pixel, in the (H-I ) plane (sensor local coordinate system).

The electric �eld is de�ned for all pixels in each sensor and is added to the detector description
(moduleElectricFieldReader). The motion of charge carriers and thus the number of hits are
particularly sensitive to the strength of the electric �eld, which is therefore derived from adaptive
TCAD simulations. These model the con�guration used during data taking, namely an overall
reverse bias voltage on the collection diode of+RB = 1•4V, which is the sum of the pixel reset
voltage (+RST = 1•4V) and the reverse substrate bias voltage (+BB = 0V). Figure 5 shows the electric
�eld magnitude for a single pixel as implemented in the simulation.

Particle transport through the whole detector geometry as well as the deposition of charge
carriers in the active sensor volumes is performed by theDepositionGeant4module, which acts
as a wrapper aroundGeant4 and uses the selectedGeant4 physics list; FTFP_BERT_EMZ was
used herein [20]. As the criteria introduced in section 5.4 select events with particles limited to a
16 � 16 mm2 region centred on layer 0, the electron beam position in simulation is randomly selected
from a square surface of the same dimensions and5mm in front of layer 0. The results obtained
with simulations were insensitive to the choice of beam pro�le, for events that are mostly contained
within the prototype. The energy of the electrons are sampled from a Gaussian distribution with an
energy spread of 158MeV, following section 3.2.

All deposited charges are transported through the sensor by theGenericPropagationmodule,
which implements an iterative motion consisting of di�usion (random walk) and drift (user-de�ned
electric �eld). Propagating each individual charge carrier provides a microscopically precise
simulation on the cost of computing time. As an alternative to transporting all charge carriers
independently,# ch = 50 charge carriers are propagated as a set, reducing the computing time
substantially without in�uencing the bulk properties obtained from the simulation. Above# ch = 100,
a reduction in cluster size and thus a smaller number of hits is observed. In addition, charge
carriers are propagated in the time frame of a so-called integration timeCint. The transport of a
charge-carrier set terminates either whenCint is exceeded or when the set reaches any surface of
the sensor considered. AsCint is not directly known from the ALPIDE sensor, a value (25.1 ns) is
chosen to optimise agreement with 5GeV electron data.4 It was observed that longer integration

4To retain predictive power in the simulation, this was tuned using data only at one beam energy setting.
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